Inviscid limit for damped and driven incompressible Navier-Stokes equations in $\mathbb{R}^2$

P. Constantin
Department of Mathematics, The University of Chicago
Chicago IL 60637 USA,

F. Ramos
Instituto de Matemática, Universidade Federal
do Rio de Janeiro
Rio de Janeiro RJ 21945-970 Brazil.

February 16, 2007
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1 Introduction

The vanishing viscosity limit of solutions of Navier-Stokes equations is a subject that has been extensively studied. Boundary layers, which present the most important physical aspects of the problem, are difficult to study and their mathematical understanding is rather limited. More progress has been made in the study of the limit when boundaries are absent (flow in $\mathbb{R}^n$ or $\mathbb{T}^n$). Even in this restricted situation, there are two distinct concepts of
vanishing viscosity limit. The finite time, zero viscosity limit is the limit
\[ \lim_{\nu \to 0} S^{\nu}(t)(\omega_0) \] of solutions \( S^{\nu}(t)(\omega_0) \) of the Navier-Stokes equations with
a fixed initial datum \( \omega_0 \) and with time \( t \) in some finite interval \([0, T]\). By
contrast, in the infinite time zero viscosity limit, long time averages of func-
tionals of the solutions
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t \Phi(S^{\nu}(s)\omega_0) ds = \int \Phi(\omega) d\mu^{\nu}(\omega) \]
are considered first, at fixed \( \nu \). These are represented by measures \( \mu^{\nu} \) in
function space. The long time, zero viscosity limit is then \( \lim_{\nu \to 0} \mu^{\nu} \),
\[ \lim_{\nu \to 0} \left( \lim_{t \to \infty} \frac{1}{t} \int_0^t \Phi(S^{\nu}(s)\omega_0) ds \right). \]
The two kinds of limits are not the same. This is most clearly seen in the
situation of two dimensional, unforced Navier-Stokes equations. In this case,
any smooth solution of the Euler equations is a finite time inviscid limit
but the infinite time inviscid limit is unique: it is the function identically
equal to zero. This simple example points out the fact that the infinite time
zero viscosity limit is more selective. In less simple situations, when the
Navier-Stokes equations are forced, the long time inviscid limit is not well
understood.

The finite time zero viscosity limit is the limit that has been most studied.
For smooth solutions in \( \mathbb{R}^3 \), the zero viscosity limit is given by solutions of
the Euler equations, for short time, in classical ([23]), and Sobolev ([18])
spaces; the limit holds for as long as the Euler solution is smooth ([6]). The
convergence occurs in the Sobolev space \( H^s \) as long as the solution remains
in the same space ([20]). The rates of convergence are optimal in the smooth
regime, \( O(\nu) \). In some nonsmooth regimes (smooth vortex patches), the finite
time inviscid limit exists and optimal rates of convergence can be obtained
([1], [20]) but the rates deteriorate when the smoothness of the initial data
deteriorates – for nonsmooth vortex patches ([7]).

One of the most fundamental questions concerning the inviscid limit is:
what happens to ideally conserved quantities? For instance, in three dimen-
sions, the kinetic energy is conserved by smooth Euler flow, and dissipated
by viscous Navier-Stokes flow. Does the rate of dissipation of kinetic en-
ergy vanish with viscosity, or is there a non-zero limit? This is the problem
of anomalous dissipation. The term was coined relatively recently by field
theorists but the anomaly was suggested by Onsager and Kolmogorov independently in the nineteen forties. The problem is open.

In two dimensions there exist infinitely many integrals that are conserved by smooth Euler flows. One of them is the enstrophy

$$\int_{\mathbb{R}^2} |\omega(x, t)|^2 \, dx$$

where $\omega$ is the vorticity of the flow. The existence of anomalous dissipation of enstrophy is postulated in Kraichnan’s theory for two dimensional turbulence ([15]). Bounds on the dissipation of enstrophy in physical terms were given in ([2]). Anomalous dissipation of enstrophy was studied in the framework of finite time inviscid limits with rough initial data ([11], [19]). It was established that, if the initial vorticity belongs to $L^2(\mathbb{R}^2)$ then weak solutions of the Euler equations conserve enstrophy, and that implies absence of anomalous dissipation of enstrophy for finite time.

In this paper we study the long time, zero viscosity limit for damped and driven two dimensional Navier-Stokes equations. Damping terms in two dimensional turbulence studies have been considered to model the Ekman pumping due to friction with boundaries, and a variety of other physical damping of turbulence mechanisms. The Charney-Stommel model of the Gulf Stream ([3]) is a two dimensional, damped and driven Euler system with a physically significant, but mathematically harmless beta effect term. Numerical studies of two dimensional turbulence employ devices to remove the energy that piles up at the large scales, and damping is the most common such device. Damping was proved to reduce the number of degrees of freedom of slightly viscous Navier-Stokes equations ([16],[17]). The fact there is no anomalous dissipation of enstrophy in damped and driven Navier-Stokes equations was suggested by D. Bernard ([5]).

The paper is organized as follows. In the second section we describe the equations and a few of the properties of individual solutions of the viscous equations $S^{NS,\gamma}(\omega_0)$. One of the facts that plays a significant role in the paper is that the positive semiorbit $O^+(t_0) = \{S^{NS,\gamma}(t)(\omega_0) \mid t \geq t_0 > 0\}$ is relatively compact in $L^2(\mathbb{R}^2)$ and included in a bounded set in $L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$ that does not depend on the viscosity. The uniform bound uses essentially the fact that the damping factor $\gamma > 0$ is bounded away from zero independently of the vanishing viscosity. In order to prove compactness, because we work in the whole space, we need to prove also that the solution does not travel. Our results apply to the spatially periodic boundary conditions as
well. The absence of anomalous dissipation of energy follows immediately from the bounds in the second section.

The third section is devoted to the study of the vanishing viscosity limit of sequences of time independent individual solutions. The sequences have enough compactness to pass to convergent subsequences. The resulting solution is a weak solution of the damped and driven Euler equations. The existence of weak solutions of such equations in the case of the Charney-Stommel model was first obtained in ([3]). The weak solution of the damped and driven Euler equation is a renormalized solution in the sense of ([9]). This implies that the weak solution obeys an enstrophy balance and that is used to show that there is no anomalous dissipation.

The fourth section introduces the notion of stationary statistical solution of the damped and driven Navier-Stokes equations in the spirit of ([12], [13]). In the case of finite dimensional dynamical systems $\frac{d\omega}{dt} = N(\omega)$, invariant measures $\mu$ obey $\int \nabla_\omega \Psi(\omega)N(\omega)d\mu(\omega) = 0$ for any test function $\Psi$. In infinite dimensions we need to restrict the test functions to a limited class of admissible functions. Among them are generalizations of the characters $\exp i\langle \omega, w \rangle$ with $w$ a test function and an additional type of test function $\Psi_\epsilon(\omega)$ that uses $(\beta(\omega_\epsilon))_\epsilon$, a mollification of a function of a mollification of $\omega$. Such technical precautions aside, the notion of stationary statistical solution of the damped and driven Navier-Stokes equation is a natural extension of the notion of invariant measure for deterministic finite dimensional dynamical systems. We show that weak limits of stationary statistical solutions of the damped and driven Navier-Stokes equations are renormalized stationary statistical solutions of the damped and driven Euler equations, a concept that we introduce in the spirit of ([9]). We also show that if the supports of the stationary statistical solutions of the damped and driven Navier-Stokes equations are included in sets that are bounded uniformly in $L^p(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$ (with $p < 2$ for technical reasons having to do with the slow decay at infinity of velocity in the Biot-Savart law) then the weak limits are renormalized stationary statistical solutions of the damped and driven Euler equations that obey the enstrophy balance.

In the fifth section we prove our main results. We construct stationary statistical solutions $\mu^\nu$ of the damped and driven Navier-Stokes equations by the Krylov-Bogoliubov procedure of taking long time averages. We show that these solutions have good enough properties so that their weak limits are renormalized stationary statistical solutions $\mu^0$ of the damped and driven Euler equations that obey the enstrophy balance. We use this fact to prove...
that zero viscosity limit of the long time average enstrophy dissipation rate vanishes:

\[
\lim_{\nu \to 0} \left( \limsup_{t \to \infty} \frac{1}{t} \int_0^t \| \nabla \omega(s + t_0) \|^2_{L^2(\mathbb{R}^2)} ds \right) = 0
\]

holds for all solutions \( \omega(t) = S^{\nu, \gamma}(t)(\omega_0) \), all \( t_0 > 0 \), and all \( \omega_0 \in L^p(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \). We also prove that convergence in this class of statistical solutions is such that

\[
\lim_{\nu \to 0} \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu(\omega) = \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^0(\omega).
\]

2 The setup

We consider damped and driven Navier-Stokes equations in \( \mathbb{R}^2 \)

\[
\begin{aligned}
\partial_t u + u \cdot \nabla u - \nu \Delta u + \gamma u + \nabla p &= f, \\
\nabla \cdot u &= 0
\end{aligned}
\] (1)

with \( \gamma > 0 \) a fixed damping coefficient, \( \nu > 0 \), \( f \) time independent with zero mean and \( f \in W^{1,\infty}(\mathbb{R}^2) \cap H^1(\mathbb{R}^2) \). The initial velocity is divergence-free and belongs to \( (L^2(\mathbb{R}^2))^2 \). We start by stating some of the properties of the individual solutions.

**Theorem 2.1** Let \( u_0 \) be divergence-free, \( u_0 \in H^1(\mathbb{R}^2)^2 \). Then the solution of (1) with initial datum \( u_0 \) exists for all time, is unique, smooth, and obeys the energy equality

\[
\frac{d}{2dt} \int_{\mathbb{R}^2} |u|^2 dx + \gamma \int_{\mathbb{R}^2} |u|^2 dx + \nu \int_{\mathbb{R}^2} |\nabla u|^2 dx = \int_{\mathbb{R}^2} f \cdot u dx.
\] (2)

The kinetic energy is bounded uniformly in time, with bounds independent of viscosity:

\[
\| u(\cdot, t) \|_{L^2(\mathbb{R}^2)} \leq e^{-\gamma t} \left\{ \| u(\cdot, 0) \|_{L^2(\mathbb{R}^2)} - \frac{1}{\gamma} \| f \|_{L^2(\mathbb{R}^2)} \right\} + \frac{1}{\gamma} \| f \|_{L^2(\mathbb{R}^2)}.
\]

The vorticity \( \omega \) (the curl of the incompressible two dimensional velocity)

\[
\omega = \partial_1 u_2 - \partial_2 u_1 = \nabla \cdot u
\] (3)
obeys
\[ \partial_t \omega + u \cdot \nabla \omega - \nu \Delta \omega + \gamma \omega = g, \] (4)
with \( g \in L^2(\mathbb{R}^2) \), the vorticity source, \( g = \nabla^\perp \cdot f \). The map \( t \mapsto \omega(t) \) is continuous \( [0, \infty) \rightarrow L^2(\mathbb{R}^2) \). If the initial vorticity is in \( L^p(\mathbb{R}^2) \), \( p \geq 1 \), and \( g \in L^p(\mathbb{R}^2) \), then the \( p \)-enstrophy is bounded uniformly in time, with bounds independent of viscosity
\[ \| \omega(\cdot,t) \|_{L^p(\mathbb{R}^2)} \leq e^{-\gamma t} \left\{ \| \omega(\cdot,0) \|_{L^p(\mathbb{R}^2)} - \frac{1}{\gamma} \| g \|_{L^p(\mathbb{R}^2)} \right\} + \frac{1}{\gamma} \| g \|_{L^p(\mathbb{R}^2)} \]
for \( p \geq 1 \). Moreover, the solution does not travel: For every \( \epsilon > 0 \) there exists \( R > 0 \) such that,
\[ \int_{|x| \geq R} |\omega(x,t)|^2 \, dx \leq \epsilon \]
holds for all \( t \geq 0 \).

The proof of this theorem uses well-known methods, and will not be presented here. We only sketch the proof of the last statement. We take a smooth nonnegative function \( \phi \) supported in \( \{ x \in \mathbb{R}^2 \mid |x| \geq \frac{1}{2} \} \) and identically equal to 1 for \( |x| \geq 1 \), multiply the vorticity equation (4) by \( \phi \left( \frac{x}{R} \right) \omega(x,t) \) and integrate in space. Denoting
\[ Y_R(t) = \int \phi \left( \frac{x}{R} \right) |\omega(x,t)|^2 \, dx \]
we obtain:
\[ \frac{d}{dt} Y_R(t) + \gamma Y_R(t) \leq C \left\{ \sqrt{Y_R(t) \int_{|x| \geq \frac{1}{2}} |g(x)|^2 \, dx} + \frac{\nu}{R^2} \int |\omega(x,t)|^2 \, dx + \frac{1}{R} \int |u(x,t)||\omega(x,t)|^2 \, dx \right\} \]
We deduce that
\[ \frac{d}{dt} Y_R(t) + \gamma Y_R(t) \leq C_1 \left\{ \gamma^{-1} \int_{|x| \geq \frac{1}{2}} |g(x)|^2 \, dx + \frac{\nu E}{R^2} + \frac{U}{R} \| \omega(\cdot,s) \|_{L^1(\mathbb{R}^2)}^2 \right\} \]
where \( U \) is a time independent bound on \( \| u \|_{L^2(\mathbb{R}^2)} \), depending only on \( \gamma \), \( \| u_0 \|_{L^2(\mathbb{R}^2)} \) and on \( \| f \|_{L^2(\mathbb{R}^2)} \), and \( E \) is a time independent bound on the enstrophy, depending only on \( \gamma \), \( \| \omega_0 \|_{L^2(\mathbb{R}^2)} \) and \( \| g \|_{L^2(\mathbb{R}^2)} \). We observe that
\[ \nu \int_0^\infty e^{\gamma(t-s)} \| \nabla \omega(\cdot,s) \|_{L^2(\mathbb{R}^2)}^2 \, ds \]
is bounded in terms of $\gamma$, initial enstrophy and the norm of $g$ in $L^2(\mathbb{R}^2)$, a fact that follows immediately from the enstrophy balance. From the uniform bound on enstrophy and a Sobolev embedding theorem we deduce that

$$\int_0^{\infty} e^{\gamma(t-s)} \|\omega(\cdot, s)\|_{L^4(\mathbb{R}^2)}^2 ds \leq F$$

where $F$ is bounded in terms of $\gamma$, the viscosity, initial enstrophy and norm of $g$ in $L^2(\mathbb{R}^2)$. It then follows that

$$Y_R(t) \leq e^{-\gamma t} Y_R(0) + C_2 \left\{ \gamma^{-1} \int_{|x| \geq \frac{R}{2}} |g(x)|^2 dx + \frac{E \nu}{\gamma R^2} + \frac{UF}{R} \right\}$$

Choosing $R$ large enough proves the claim. We note that $R$ can be chosen uniformly for all initial vorticities $\omega_0 \in L^2(\mathbb{R}^2)$ that are uniformly bounded in $L^2(\mathbb{R}^2)$ and satisfy a uniform centering property (see below).

We are going to use the notation $\langle f, g \rangle = \int_{\mathbb{R}^2} f(x) g(x) dx$, and sometimes write $S_{NS, \gamma}^N(t)(\omega_0)$ for the vorticity $\omega(x, t)$ solution of (4).

**Theorem 2.2** Let $\omega_0 \in X$ where $X \subset L^2(\mathbb{R}^2)$ is a bounded set that satisfies the uniform centering property $\forall \epsilon > 0$, $\exists R > 0$, $\forall \omega_0 \in X$

$$\int_{|x| \geq R} |\omega_0(x)|^2 dx \leq \epsilon.$$  

Then, for any $t_0 > 0$, the set

$$O^+(t_0, X) = \text{cl} \left\{ S_{NS, \gamma}^N(t) \omega_0 \mid \omega_0 \in X, t \geq t_0 \right\}$$

(where $\text{cl}(O)$ is the $L^2(\mathbb{R}^2)$ closure of the set $O$) is compact in $L^2(\mathbb{R}^2)$.

The proof of this theorem follows from an uniform bound in $H^1(\mathbb{R}^2)$ for $\omega(t)$ for $t \geq t_0$ and the uniform “no-travel” property of the previous theorem.

### 3 Stationary Deterministic Solutions.

Let $(u^{(n)}, \omega^{(n)})$ be a sequence of solutions of

$$
\begin{aligned}
-\nu \Delta u + \gamma u + \nabla p + u \cdot \nabla u &= f, \\
\nabla \cdot u &= 0
\end{aligned}
$$

(5)
and the corresponding vorticity equation

\[
\begin{aligned}
\gamma \omega + u \cdot \nabla \omega - \nu \Delta \omega &= g, \\
\omega &= \nabla \perp \cdot u.
\end{aligned}
\]  

(6)

We let \( \nu \to 0 \) but keep \( f, g, \gamma \) fixed. The solutions \( u^{(\nu)} \) exist, are smooth and decay rapidly at infinity. Moreover, the energy balance

\[
\gamma \|u^{(\nu)}\|^2_{L^2(\mathbb{R}^2)} + \nu \|\nabla u^{(\nu)}\|^2_{L^2(\mathbb{R}^2)} = \int_{\mathbb{R}^2} f \cdot u^{(\nu)} \, dx
\]

implies that the sequence \( u^{(\nu)} \) is bounded in \( L^2(\mathbb{R}^2) \).

The enstrophy balance

\[
\gamma \|\omega^{(\nu)}\|^2_{L^2(\mathbb{R}^2)} + \nu \|\nabla \omega^{(\nu)}\|^2_{L^2(\mathbb{R}^2)} = \int_{\mathbb{R}^2} g \omega^{(\nu)} \, dx
\]

implies that the sequence \( \omega^{(\nu)} \) is bounded in \( L^2(\mathbb{R}^2) \). Passing to a subsequence, we consider the weak limit

\[
\omega^{(0)} = w - \lim_{\nu \to 0} \omega^{(\nu)}
\]

in \( L^2(\mathbb{R}^2) \). Because of the compact restriction \( H^1(\mathbb{R}^2)^2 \hookrightarrow L^q(\Omega)^2 \), for any relatively compact open set \( \Omega \subset \mathbb{R}^2 \) and any \( 1 < q < \infty \), we may assume, by passing to a subsequence, that \( u^{(\nu)} = K \ast \omega^{(\nu)} \) (where \( K = \frac{1}{2\pi |x|^2} \) is the Biot-Savart kernel) converge to \( u^{(0)} \) strongly in \( L^q(\Omega)^2 \).

**Theorem 3.1** The function \( \omega^{(0)} \) is a renormalized solution of the inviscid equation

\[
\begin{aligned}
\gamma \omega^{(0)} + u^{(0)} \cdot \nabla \omega^{(0)} &= g \\
\omega^{(0)} &= \nabla \perp \cdot u^{(0)}
\end{aligned}
\]  

(9)

In addition, \( \omega^{(0)} \in L^2(\mathbb{R}^2) \), \( u^{(0)} \in H^1(\mathbb{R}^2) \), the equation holds in \( W^{-1,q}_{\text{loc}}(\mathbb{R}^2) \) for any \( 1 < q < 2 \), and

\[
\gamma \|\omega^{(0)}\|^2_{L^2(\mathbb{R}^2)} = \int_{\mathbb{R}^2} g \omega^{(0)} \, dx
\]

(10)

holds.
Remark. Renormalized solutions have been introduced in ([9]). The existence of weak solutions for damped and driven Euler equations using a vanishing viscosity method was obtained in ([3]).

Proof. The facts that \( \omega(0) \in L^2(\mathbb{R}^2) \), and \( u(0) \in L^2(\mathbb{R}^2)^2 \) follow from the construction and uniform bounds on the solutions \( u(\nu), \omega(\nu) \). Furthermore, the solutions \( u(\nu) \) are bounded in \( H^1(\mathbb{R}^2)^2 \) and converge strongly in \( L^2_{loc}(\mathbb{R}^2)^2 \) to \( u(0) \). The vorticities are bounded in \( L^2(\mathbb{R}^2) \) and converge weakly. If \( \phi \) is a test function then \( (u(\nu) \cdot \nabla)\phi \) converge strongly to \( (u(0) \cdot \nabla)\phi \) in \( L^2(\mathbb{R}^2)^2 \) and, because the scalar product of weak and strong convergent sequences is convergent, we have:

\[
\lim_{\nu \to 0} \int_{\mathbb{R}^2} u(\nu) \cdot \nabla \omega(\nu) \, dx = \int_{\mathbb{R}^2} u(0) \cdot \nabla \omega(0) \, dx.
\]

This means that \( u(0), \omega(0) \) is a weak solution of the inviscid equation. Because \( u(0) \in H^1(\mathbb{R}^2)^2, \omega(0) \in L^2(\mathbb{R}^2) \) and \( g \in L^2(\mathbb{R}^2) \), we are under the conditions of consistency in ([9]), Thm II. 3, and the same proof applied to our case shows that \( u^0, w^0 \) is a renormalized solution of the inviscid equation, that is,

\[
\gamma \omega(0) \beta'(\omega(0)) + u(0) \cdot \nabla \beta(\omega(0)) = g \beta'(\omega(0)) \quad (11)
\]

holds in the sense of distributions for any \( \beta \in C^1 \) that is bounded, has bounded derivative and vanishes near the origin. We present the proof here, for the sake of completeness. It is easy to prove (see Lemma II.1 in [9]), that if \( u^0 \in (W^{1,2}_{loc}(\mathbb{R}^2))^2, \omega^0 \in L^2_{loc}(\mathbb{R}^2) \), then

\[
\left( u^0 \cdot \nabla \omega^0 \right) \ast j_\epsilon - u^0 \cdot \nabla \omega^0 \ast j_\epsilon \to 0 \quad \text{in} \quad L^1_{loc}(\mathbb{R}^2) \quad (12)
\]

when \( \epsilon \) tends to zero. Here (and hereafter) \( j_\epsilon \) is a standard mollifier \(-j_\epsilon(z) = e^{-\epsilon^2} j(\epsilon^{-1} z) \) with \( j(z) \) a fixed smooth, even, compactly supported nonnegative function with \( \int j(z) \, dz = 1 \) and \( a \ast b \) denotes convolution.

Then, considering the mollified functions \( \omega^0_\epsilon = \omega \ast j_\epsilon, u^0_\epsilon = u^0 \ast j_\epsilon \) and \( g_\epsilon = g \ast j_\epsilon \), it follows immediately from (12) that

\[
u^0 \cdot \nabla \omega^0_\epsilon + \gamma \omega^0_\epsilon - g_\epsilon = q_\epsilon, \quad (13)
\]

holds in the sense of distributions, and \( q_\epsilon \) converges to zero in \( L^1_{loc}(\mathbb{R}^2) \) as \( \epsilon \) tends to zero. From this equation, we obtain that if \( \beta \in C^1(\mathbb{R}) \), and \( \beta \) is bounded with bounded first derivative, then
\[
\n|u^0 \cdot \nabla \beta(\omega^0_\epsilon) + \gamma \omega^0_\epsilon \beta'(\omega^0_\epsilon) - g \epsilon \beta'(\omega^0_\epsilon) = g_\epsilon \beta'(\omega^0_\epsilon). \tag{14}
\]
also holds in the sense of distributions. Letting \( \epsilon \) tend to zero, we prove (11).

In order to prove (10), we mollify \( b = \beta(\omega(0)) \), where \( \beta \) is a \( C^1 \) function with compact support
\[
b_\epsilon = b \ast j_\epsilon.
\]
We use the identity ([8])
\[
(u \otimes b)_\epsilon - u_\epsilon \otimes b_\epsilon = \rho_\epsilon(u,b), \tag{15}
\]
with
\[
\rho_\epsilon(u,b) = r_\epsilon(u,b) - (u - u_\epsilon) \otimes (b - b_\epsilon), \tag{16}
\]
and with
\[
r_\epsilon(u,b) = \int_{\mathbb{R}^2} j(z)(u(x - \epsilon z) - u(x)) \otimes (b(x - \epsilon z) - b(x))dz.
\]
Because
\[
\int_{\mathbb{R}^2} \text{Tr} ((u_\epsilon \otimes b_\epsilon) \nabla b_\epsilon) \, dx = 0,
\]
it follows that
\[
\int_{\mathbb{R}^2} (bu)_\epsilon \cdot \nabla b_\epsilon \, dx = \int_{\mathbb{R}^2} r_\epsilon(u,b) \cdot \nabla b_\epsilon - \int_{\mathbb{R}^2} (u - u_\epsilon)(b - b_\epsilon)\nabla b_\epsilon \, dx. \tag{17}
\]
Now \( b = \beta(\omega) \in L^1 \cap L^\infty(\mathbb{R}^2) \) and we can pass to the limit in (17) using the fact that \( u - u_\epsilon \) is \( O(\epsilon) \) in \( L^2(\mathbb{R}^2) \) (because of the uniform bound in \( H^1(\mathbb{R}^2) \)), and working in \( L^4(\mathbb{R}^2) \) with \( b : \nabla b_\epsilon \) is \( O(\epsilon)^{-1} \) in \( L^4(\mathbb{R}^2) \), and \( b - b_\epsilon \) converges to zero in \( L^4(\mathbb{R}^2) \). We deduce that
\[
\gamma \int_{\mathbb{R}^2} \omega(0) \beta'(\omega(0)) \beta(\omega(0)) \, dx = \int_{\mathbb{R}^2} g \beta'(\omega(0)) \beta(\omega(0)) \, dx
\]
holds for any \( \beta \in C^1 \) with compact support. Taking a sequence of functions that approximate \( \beta(\omega) = \omega \), with \( \beta' \) uniformly bounded, we deduce (10).

**Theorem 3.2** Let \( u^{(\nu)}, \omega^{(\nu)} \) be a sequence of solutions of (5, 6). Then the enstrophy dissipation vanishes in the limit \( \nu \to 0 \):
\[
\lim_{\nu \to 0} \nu \int_{\mathbb{R}^2} |\nabla \omega^{(\nu)}|^2 \, dx = 0
\]
holds.
Proof. Taking the limit superior in the enstrophy balance equation (7), using Fatou's lemma and the fact that $\omega^{(\nu)}$ converge to $\omega^{(0)}$ weakly in $L^2(\mathbb{R}^2)$, we have:

$$\limsup_{\nu \to 0} \nu \|\nabla \omega^{(\nu)}\|_{L^2(\mathbb{R}^2)}^2 \leq \limsup_{\nu \to 0} \int_{\mathbb{R}^2} g \omega^{(\nu)} dx - \liminf_{\nu \to 0} \gamma \|\omega^{(\nu)}\|_{L^2(\mathbb{R}^2)}^2 \leq \int_{\mathbb{R}^2} g \omega^{(0)} dx - \gamma \|\omega^{(0)}\|_{L^2(\mathbb{R}^2)}^2 = 0. \quad (18)$$

4 Stationary Statistical Solutions

In this section we follow the methods of Foias, see [12, 13, 14], and define a notion of a stationary statistical solution of the damped and driven incompressible Navier-Stokes equations in the vorticity phase space. The solution is a Borel probability measure in $L^2(\mathbb{R}^2)$. We note that $L^2(\mathbb{R}^2)$ is a separable Hilbert space and therefore the Borel $\sigma$-algebra associated to the strong (norm) topology is the same as the Borel $\sigma$-algebra associated to the weak topology. (Indeed, any open set is a countable union of open balls, any open ball is a countable union of closed balls and closed balls are convex, hence weakly closed, hence weakly Borel.)

**Definition 4.1** A stationary statistical solution of the damped and driven Navier-Stokes equation (SSSNS) in vorticity phase space is a Borel probability measure $\mu^{\nu}$ in $L^2(\mathbb{R}^2)$ such that

1. $$\int_{L^2(\mathbb{R}^2)} \|\omega\|_{H^1(\mathbb{R}^2)}^2 d\mu^{\nu}(\omega) < \infty,$$

2. $$\int_{L^2(\mathbb{R}^2)} (\nu \cdot \nabla \omega + \gamma \omega - g, \Psi'(\omega)) + \nu (\nabla_x \omega, \nabla_x \Psi'(\omega)) d\mu^{\nu}(\omega) = 0$$

for any test functional $\Psi \in \mathcal{T}$, with $u = \frac{1}{2\pi} \frac{x^\perp}{|x|^2} \star \omega$, and

3. $$\int_{E_1 \subseteq \|\omega\|_{L^2(\mathbb{R}^2)} \leq E_2} \left\{ \gamma \|\omega\|_{L^2(\mathbb{R}^2)}^2 + \nu \|\omega\|_{H^1(\mathbb{R}^2)}^2 - \langle g, \omega \rangle \right\} d\mu^{\nu}(\omega) \leq 0,$$

for $E_1, E_2 \geq 0$.

The class of cylindrical test functions $\mathcal{T}$ is given by:

11
Definition 4.2 The class of test functions $\mathcal{T}$ is the set of functions $\Psi : L^2(\mathbb{R}^2) \to \mathbb{R}$ of the form
\[ \Psi(\omega) := \Psi_f(\omega) = \psi(\langle \omega, w_1 \rangle, \ldots, \langle \omega, w_m \rangle), \tag{19} \]
or
\[ \Psi(\omega) := \Psi_\epsilon(\omega) = \psi(\langle \alpha_\epsilon(\omega), w_1 \rangle, \ldots, \langle \alpha_\epsilon(\omega), w_m \rangle), \tag{20} \]
where $\psi$ is a $C^1$ scalar valued function defined on $\mathbb{R}^m$, $m \in \mathbb{N}$; $w_1, \ldots, w_m$ belong to $C^2_0(\mathbb{R}^2)$ and
\[ \alpha_\epsilon(\omega) = J_\epsilon \beta(J_\epsilon \omega), \]
where $\beta \in C^3$ is a compactly supported function of one real variable, and $J_\epsilon$ is the convolution operator
\[ J_\epsilon(\omega) = j_\epsilon \ast \omega. \]
with $j \geq 0$ a fixed smooth, nonnegative, even ($j(-z) = j(z)$) function supported in $|z| \leq 1$ and with $\int_{\mathbb{R}^2} j(z)dz = 1$.

The test functions $\Psi$ used in the definition are all locally bounded and weakly sequentially continuous in $L^2(\mathbb{R}^2)$. We note the trivial but very important distinction between weakly continuous and strongly continuous functions defined on $L^2(\mathbb{R}^2)$: any weakly continuous function is strongly continuous, but there exist strongly continuous functions – for instance, the norm - that are not weakly continuous. Because the SSSNS is a Borel probability, bounded continuous functions are integrable. In the sequel we will pass to weak limits of SSSNS, $\mu^\nu \to \mu^E$, and then the distinction between weakly continuous and continuous functions is important: although for strongly continuous functions $\Psi$ the integrals $\int \Psi d\mu^\nu$ are defined and finite, it is only for weakly continuous functions $\Psi$ that the weak limit $\lim_{\nu \to 0} \int \Psi d\mu^\nu = \int \Psi d\mu^E$ holds by definition. We will obtain stronger information as well, but that needs to be proved carefully.

We discuss now the definition of SSSNS and comment on its mathematical soundness. We will also verify the fact that for each test function, the integrand in (2) is a weakly continuous function on $L^2$. We start by making sense of (1): the integrand can be viewed as a Borel measurable function defined for all $\omega \in L^2(\mathbb{R}^2)$, equal to infinity for $\omega \notin H^1(\mathbb{R}^2)$. The fact that this function is Borel measurable follows from the fact that $\|\omega\|^2_{H^1}$ is everywhere the limit of the sequence of continuous (hence measurable) functions...
∥J_0 ω∥^2_{H_1} obtained by taking a fixed a sequence ϵ → 0 and convolving with a mollifier. The requirement (3) is a local enstrophy balance; it implies ([14]) that the SSSNS has bounded support. We define the set

\[ B := \left\{ \omega \in L^2(\mathbb{R}^2); \|\omega\|_{L^2(\mathbb{R}^2)} \leq \frac{\|g\|_{L^2(\mathbb{R}^2)}}{γ} \right\}. \tag{21} \]

**Proposition 4.3** The support of any stationary statistical solution of the damped and driven Navier-Stokes equations in vorticity phase space is included in the bounded set in \(B \subset L^2(\mathbb{R}^2)\):

\[ \text{supp } μ^ν \subset B. \tag{22} \]

**Proof.** It follows from Definition 4.1 item (3), that if

\[ E = \left\{ ω \in L^2(\mathbb{R}^2); E^2_1 \leq \|\omega\|^2_{L^2(\mathbb{R}^2)} \leq E^2_2 \right\}, \]

then

\[
γ \int_E \|\omega\|^2_{L^2(\mathbb{R}^2)} dμ^ν(ω) \leq \|g\|_{L^2(\mathbb{R}^2)} \int_E \|\omega\|_{L^2(\mathbb{R}^2)} dμ^ν(ω) \\
\leq \|g\|_{L^2(\mathbb{R}^2)} \left( \int_E \|\omega\|^2_{L^2(\mathbb{R}^2)} dμ^ν(ω) \right)^{1/2}.
\]

Hence,

\[ \int_E \|\omega\|^2_{L^2(\mathbb{R}^2)} dμ^ν(ω) \leq \frac{\|g\|^2_{L^2(\mathbb{R}^2)}}{γ^2}. \]

Thus,

\[ \int_E \left( \|\omega\|^2_{L^2(\mathbb{R}^2)} - \frac{\|g\|^2_{L^2(\mathbb{R}^2)}}{γ^2} \right) dμ^ν(ω) \leq 0. \tag{23} \]

If \(E^2_1 = \|g\|^2_{L^2(\mathbb{R}^2)}/γ^2\) and \(E_2 \to \infty\), then by (23), we have \(μ(E) = 0\), and the result follows immediately. \(□\)

We compute now \(Ψ^\prime\) for the test functions \(Ψ \in \mathcal{T}\). Clearly \(α_ε : L^2(\mathbb{R}^2) \mapsto L^2(\mathbb{R}^2)\) continuously differentiable and bounded uniformly on bounded sets of \(L^2(\mathbb{R}^2)\); moreover

\[ α_ε^\prime(ω) \cdot φ = (β^\prime(ω_ε) ψ, φ)_ε, \forall φ \in L^1_{loc}(\mathbb{R}^2). \tag{24} \]

For \(Ψ_ε \in \mathcal{T}\) we have thus

\[ \nabla_ω Ψ_ε(ω) \cdot φ = \sum_{j=1}^m ψ_j \left( (α_ε(ω), w_1), \ldots, (α_ε(ω), w_m) \right) (β^\prime(ω_ε) φ_j)_ε (w_j). \tag{25} \]
and for $\psi_I \in T$ we have
\begin{equation}
\nabla_\omega \Psi_I(\omega) \cdot \phi = \sum_{j=1}^m \partial_j \psi(\langle \omega, w_1 \rangle, \ldots, \langle \omega, w_m \rangle) \langle \phi, w_j \rangle,
\end{equation}
where $\partial_j \psi$ denotes the derivative of $\psi$ with respect to its $j$-th variable. Clearly, in both cases, $\phi \mapsto \nabla_\omega \Psi(\omega) \cdot \phi$ is a bounded linear continuous functional on $L^2(\mathbb{R}^2)$ and thus, by the Riesz representation theorem, there exists an element $\Psi'(\omega) \in L^2(\mathbb{R}^2)$ such that
\begin{equation}
\nabla_\omega \Psi(\omega) \cdot v = \langle \Psi'(\omega), v \rangle, \quad \forall v \in L^2(\mathbb{R}^2).
\end{equation}
This is the identification implied in the shorthand notation $\Psi'(\omega)$ used in Definition 4.1. For instance
\begin{equation}
\Psi'_1(\omega) = \sum_{j=1}^m \partial_j \psi(\langle \omega, w_1 \rangle, \ldots, \langle \omega, w_m \rangle) w_j.
\end{equation}
Consequently
\begin{equation}
\partial_x^{(k)} \Psi'_1(\omega) = \sum_{j=1}^m \partial_j \psi(\langle \alpha_\epsilon(\omega), w_1 \rangle, \ldots, \langle \alpha_\epsilon(\omega), w_m \rangle) \partial_x^{(k)}(\beta' \epsilon(\omega) w_j \epsilon).
\end{equation}

**Lemma 4.1** Let $\Psi \in T$ and $\omega \in B \subset L^2(\mathbb{R}^2)$ with $B$ a bounded set in $L^2(\mathbb{R}^2)$. Then $\Psi'(\omega) \in C^0_b(\mathbb{R}^2)$, and there exists a constant depending only on $\Psi$ and $B$ such that
\begin{equation}
||\Psi'(\omega)||_{W^{2,2}(\mathbb{R}^2)} + ||\Psi'(\omega)||_{W^{2,\infty}(\mathbb{R}^2)} \leq C
\end{equation}
holds for all $\omega \in B$.

Consider, for any $i = 1, 2, 3$ given by
\begin{equation}
F_i : L^2(\mathbb{R}^2) \to \mathbb{R}
\end{equation}
\begin{equation}
F_1(\omega) = \langle \Psi'(\omega), \gamma \omega - g \rangle,
\end{equation}
holds uniformly, for all $p \leq \infty$.

Theorem. For $\beta \in C^k_0(\mathbb{R})$ and $w_j \in C^k_0(\mathbb{R}^2)$ then $\Psi(\omega) \in C^k_0(\mathbb{R}^2)$. The expressions $\langle \nabla_x \Psi(\omega), \nabla_x \omega \rangle = -\langle \Delta_x \Psi(\omega), \omega \rangle$ and $\langle \Psi(\omega), u \cdot \nabla \omega \rangle = -\langle u \cdot \nabla_x \Psi(\omega), \omega \rangle$ make sense for $k \geq 2$, $u \in L^2_{\text{loc}}(\mathbb{R}^2)$, $\omega \in B$.

Proof. It is easy to see that $\partial_x^{(k)}(\Psi_j)'(\omega)$ and $\partial_x^{(k)}\Psi_j(\omega)$ are uniformly bounded in $L^\infty(\mathbb{R}^2) \cap L^2(\mathbb{R}^2)$ for all $\omega \in B$, $|k| \leq 2$. This is verified for $\partial_x^{(k)}\Psi_j(\omega)$ directly by inspection of (28) and for $\partial_x^{(k)}\Psi_j'$ by inspection of (29). We check the bounds for $\Psi_j$: As $\alpha^j(\omega)$ is bounded on bounded subsets of $L^2(\mathbb{R}^2)$, and $\psi$ is of class $C^1$, we have that $|\partial_j \psi((\alpha^j(\omega), w_1), \ldots, (\alpha^j(\omega), w_m))| \leq C$, $\forall \omega \in B$. (31)

The fact that $\beta'(\omega_\epsilon) \in L^\infty(\mathbb{R}^2)$ is bounded uniformly for $\omega \in B$ implies that

$$\left\| \partial_x^{(k)}((\beta'(\omega_\epsilon)w_j)\epsilon) \right\|_{L^p(\mathbb{R}^2)} \leq \frac{C}{\epsilon^{|k|}} \left\| w_j \right\|_{L^p(\mathbb{R}^2)}$$

(32)

holds uniformly, for all $p$, $1 \leq p \leq \infty$. By (31) and (32), we have from (29) that

$$\left\| \partial_x^{(k)}\Psi_j'(\omega) \right\|_{L^p(\mathbb{R}^2)} \leq \frac{C_p}{\epsilon^{|k|}}$$

(33)

holds for $1 \leq p \leq \infty$ with $C_p$ uniform all $\omega \in B$. Thus, $\partial_x^{(k)}\Psi_j(\omega)$ are bounded in $L^\infty(\mathbb{R}^2) \cap L^2(\mathbb{R}^2)$.

Concerning the statements about the maps $F_1$, we start with

$$F_1(\omega) = \langle \Psi(\omega), \gamma \omega - g \rangle = \nabla_\omega \Psi(\omega) \cdot (\gamma \omega - g); \quad \omega \in L^2(\mathbb{R}^2).$$

(34)

This function is weakly continuous. Indeed, for $\Psi_j$ we have by (27)

$$\langle \Psi_j'(\omega), \gamma \omega - g \rangle$$

$$= \sum_{j=1}^m \partial_j \psi((\omega, w_1), \ldots, (\omega, w_m))(w_j, \gamma \omega - g).$$
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and it is clear that this is a weakly continuous function of $\omega \in L^2(\mathbb{R}^2)$. It is also quite obvious that it is uniformly bounded for $\omega \in B$. In the case of $\Psi_\epsilon$, by (25) we have

$$
\nabla_\omega \Psi_\epsilon(\omega) \cdot (\gamma \omega - g) = \sum_{j=1}^{m} \partial_j \psi((\alpha^\epsilon(\omega), w_1), \ldots, (\alpha^\epsilon(\omega), w_m))((\beta^\epsilon(\omega_\epsilon)(\gamma \omega - g_\epsilon)_\epsilon, w_j).$

The weak continuity here follows from the fact that if $\omega_j$ converges weakly to $\omega$ then $\omega_j \rightarrow \omega_\epsilon$ converge pointwise, and it is bounded. Consequently, $(\beta^\epsilon(\omega_\epsilon)(\gamma \omega_j - g_\epsilon)_\epsilon$ converges pointwise and is uniformly bounded. Therefore we can use the Lebesgue dominated convergence theorem in the integral against a fixed $w$ from the finite list $w_1, \ldots, w_m$ appearing in $\Psi_\epsilon$. It is also clear that

$$
\|\alpha^\epsilon(\omega) \cdot (\gamma \omega - g)\|_{L^2(\mathbb{R}^2)} \leq C(\|\omega\|_{L^2(\mathbb{R}^2)} + \|g\|_{L^2(\mathbb{R}^2)}), \forall \omega \in L^2(\mathbb{R}^2). \quad (35)
$$

Thus, we have

$$
F_1(\omega) \leq c_3(\|\omega\|_{L^2(\mathbb{R}^2)} + \|g\|_{L^2(\mathbb{R}^2)}) \leq C; \quad \forall \omega \in B. \quad (36)
$$

Therefore, $F_1(\omega)$ is weakly continuous and bounded uniformly for $\omega \in B$.

The fact that $F_2$ is well defined follows from the fact that $\Delta \Psi'(\omega) \in L^2(\mathbb{R}^2)$ and

$$
F_2(\omega) = -\langle \Delta \Psi'(\omega), \omega \rangle.
$$

The weak continuity for $F_2$ follows as for $F_1$: in the case of $\Psi_I$ it is straightforward, and in the case of $\Psi_\epsilon$ it follows because weak convergence becomes pointwise convergence and we can apply the Lebesgue dominated convergence theorem.

For $F_3$, we note first that, if $u = 1 \over 2 \pi \frac{x}{|x|^2} * \omega$, then, by classical singular integral theory ([22]) $u \in L^r_{loc}(\mathbb{R}^2)$, $r < \infty$, and $\nabla \cdot u = 0$. Because $\nabla_x \Psi'(\omega)$ is bounded and compactly supported, $u \cdot \nabla_x \Psi'(\omega) \in L^2(\mathbb{R}^2)$ and

$$
F_3(\omega) = -\langle u \cdot \nabla_x \Psi'(\omega), \omega \rangle
$$

is well defined.

If $\omega_k$ converge weakly in $L^2(\mathbb{R}^2)$ to $\omega$, then the corresponding velocities $u_k$ converge strongly to $u$ in $L^2$ on compact sets $K$, by the compact embedding
The case of $\Psi_I$ follows then because the functions $w_j$ in the list $w_1, \ldots, w_m$ have compact supports, and therefore the functions $u_k \cdot \nabla w_j$ converge strongly as $k \to \infty$ to $u \cdot \nabla w_j$ in $L^2(\mathbb{R}^2)$. The scalar products

$$\langle u_k \cdot \nabla w_k, w_j \rangle = - \langle \omega_k, u_k \cdot \nabla w_j \rangle$$

converge, as $k \to \infty$ to $- \langle \omega, u \cdot \nabla w_j \rangle$, because the scalar products of weakly convergent and strongly convergent sequences converge. Therefore the function $F_3$ is weakly continuous for this class of test functions. It is easy to see that the function is uniformly bounded locally in $L^2(\mathbb{R}^2)$. In the case of $\Psi_\epsilon$, a similar argument shows that, if $\omega_k$ converges weakly in $L^2(\mathbb{R}^2)$ to $\omega$, then

$$(u_k \cdot \nabla \omega_k)_\epsilon (x) \to (u \cdot \nabla \omega)_\epsilon (x)$$

holds for each $x \in \mathbb{R}^2$, and these functions are uniformly bounded as $x \in \mathbb{R}^2$. Also, the functions $\beta('((\omega_k)_\epsilon))$ converge pointwise and are bounded. This implies that $F_3$ is weakly continuous; the uniform boundedness is easily verified.

We define the notion of renormalized stationary statistical solution of the Euler equation.

**Definition 4.4** A Borel probability measure $\mu^0$ on $L^2(\mathbb{R}^2)$ is a renormalized stationary statistical solution of the damped and driven Euler equation if

$$\int_{L^2(\mathbb{R}^2)} \langle u \cdot \nabla \omega + \gamma \omega - g, \Psi(\omega) \rangle d\mu^0(\omega) = 0$$

(with $u = \frac{1}{\pi} \frac{x_+}{|x|^2} \ast \omega$) holds for any test functional $\Psi \in \mathcal{T}$.

We say that a renormalized stationary statistical solution $\mu^0$ of the Euler equation satisfies the enstrophy balance if

$$\int_{L^2(\mathbb{R}^2)} \left\{ \gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} - \langle \mathbf{g}, \omega \rangle \right\} d\mu^0(\omega) = 0$$

holds.

We recall Prokhorov's theorem (see for instance [21]):

**Theorem 4.5** Let $X$ be a complete separable metrizable topological space, and let $\mathcal{M}$ be a set of Borel probability measures on $X$. For each sequence in $\mathcal{M}$ to contain a weakly convergent subsequence it is sufficient that for each $\epsilon > 0$, there is a compact subset $K$ of $X$ such that $\mu(X \setminus K) < \epsilon$ for each $\mu \in \mathcal{M}$.
We recall that a sequence of Borel probability measures \( \pi_n \) on a topological space \( X \) converges weakly to a Borel probability measure \( \pi \) on \( X \) if for every continuous bounded real-valued function \( \Psi \) on \( X \)
\[
\lim_{n \to \infty} \int_X \Psi(s) d\pi_n(s) = \int_X \Psi(s) d\pi(s).
\]  
(39)

**Theorem 4.6** Given a sequence of stationary statistical solutions of the damped and driven NSE in vorticity phase space, \( \{\mu^\nu\} \), with \( \nu \to 0 \), there exists a subsequence, denoted also \( \{\mu^\nu\} \), and a Borel probability measure \( \mu^0 \) on \( L^2(\mathbb{R}^2) \), such that
\[
\lim_{\nu \to 0} \int_{L^2(\mathbb{R}^2)} \Phi(\omega) d\mu^\nu(\omega) = \int_{L^2(\mathbb{R}^2)} \Phi(\omega) d\mu^0(\omega),
\]  
(40)
holds for all weakly continuous, locally bounded real-valued functions \( \Phi \). Furthermore, the weak limit measure \( \mu^0 \) is a renormalized stationary statistical solution of the damped and driven Euler equation.

**Proof.** The ball \( B \) defined in (22) endowed with the weak topology is a complete separable metrizable compact space ([10]). By (22), we have \( \text{supp} \mu^\nu \subset B \), and thus \( \mu^\nu \) satisfy the sufficient condition of Theorem 4.5. Therefore there exists a subsequence \( \mu^\nu \) that converges weakly in \( B \) to a Borel probability measure \( \mu^0 \) on \( B \). Because \( B \) is weakly closed in \( L^2(\mathbb{R}^2) \), we can extend the measure \( \mu^0 \) to \( L^2(\mathbb{R}^2) \) by setting \( \mu^0(X) = \mu^0(X \cap B) \) for any Borelian set \( X \). We claim that \( \mu^0 \) is a renormalized statistical solution of the damped and driven Euler equation. Indeed, for any \( \Psi \in \mathcal{T} \), for each \( i = 1, 2, 3 \),
\[
\lim_{\nu \to 0} \int F_i(\omega) d\mu^\nu(\omega) = \int F_i(\omega) d\mu^0(\omega)
\]
holds in view of Lemma 4.1 because each \( F_i \) is bounded and weakly continuous. In particular, the sequence \( \int F_2(\omega) d\mu^\nu(\omega) \) is bounded, and so
\[
\lim_{\nu \to 0} \nu \int F_2(\omega) d\mu^\nu(\omega) = 0
\]
holds. The fact that \( \mu^\nu \) are SSSNS implies by Definition (4.1), (2),
\[
\int (F_1(\omega) + F_3(\omega)) d\mu^\nu(\omega) = -\nu \int F_2(\omega) d\mu^\nu(\omega).
\]
Passing to the limit \( \nu \to 0 \) we deduce

\[
\int (F_1(\omega) + F_3(\omega)) \, d\mu^0(\omega) = 0
\]

which is the condition (37). Hence \( \mu^0 \) is a renormalized stationary statistical solution of the damped and driven Euler equation. \( \square \)

We consider the sets

\[
B_p^\infty(r) = \left\{ \omega \in B; \| \omega \|_{L^p(\mathbb{R}^2)} \leq r, \| \omega \|_{L^{\infty}(\mathbb{R}^2)} \leq r \right\}.
\]

defined for \( r > 0, 1 \leq p < 2 \).

**Theorem 4.7** Let \( \{ \mu^\nu \} \) be a sequence of stationary statistical solutions of the damped and driven NSE in vorticity phase space, with \( \nu \to 0 \). Assume that there exists \( 1 < p < 2 \) and \( r > 0 \) such that

\[
\text{supp} \, \mu^\nu \subset B_p^\infty(r).
\]

Then, the limit \( \mu^0 \) of any weakly convergent subsequence is a renormalized stationary statistical solution of the damped and driven Euler equation (37) that is supported in \( B_p^\infty(r) \) and satisfies the enstrophy balance (38).

**Proof.** The set \( B_p^\infty(r) \) is weakly closed in \( B \). Indeed, if \( \omega_j \in B^\infty(r) \) converges weakly to \( \omega \) and if \( \phi \in C_0^\infty(\mathbb{R}^2) \) then \( \left| \int \omega \phi dx \right| = \lim_{j \to \infty} \left| \int \omega_j \phi dx \right| \leq r \| \phi \|_{L^1(\mathbb{R}^2)} \) implies that \( \| \omega \|_{L^{\infty}(\mathbb{R}^2)} \leq r \). Similarly, we obtain \( \left| \int \omega \phi dx \right| \leq r \| \phi \|_{L^{p'}(\mathbb{R}^2)} \) where \( p' > 2 \) is the dual exponent, and deduce that \( \| \omega \|_{L^p(\mathbb{R}^2)} \leq r \).

By Theorem 4.6, the limit \( \mu^0 \) of a weakly convergent subsequence is a Borel probability measure supported in \( B \) and a renormalized statistical solution of the damped and driven Euler equation (37). The set \( U = L^2(\mathbb{R}^2) \setminus B_p^\infty(r) \) is weakly open and \( \mu^0(U) \leq \liminf_{\nu \to 0} \mu^\nu(U) = 0 \) follows by general properties of weak convergence. Thus, the support of \( \mu^0 \) is included in \( B_p^\infty(r) \).

In order to prove the enstrophy balance we consider the function

\[
\psi^{(m)}(a_1, \ldots, a_m) = \frac{1}{2} \sum_{k=1}^{m} |a_k|^2.
\]

Let \( \{ w_j \} \) be a complete orthonormal basis in \( L^2(\mathbb{R}^2) \), formed with functions \( w_j \in C_0^\infty(\mathbb{R}^2) \). Then, for each fixed \( m \),

\[
\Psi^{(m, \epsilon)}(\omega) = \psi^{(m)}(\langle (\beta(\omega))_\epsilon, w_1 \rangle, \ldots, \langle (\beta(\omega))_\epsilon, w_m \rangle)
\]
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is a function in $\mathcal{T}$, and

$$
\langle (\Psi^{(m,\epsilon)})'(\omega), (\gamma \omega - g) \rangle = \sum_{j=1}^{m} \langle (\beta(\omega_{\epsilon}))_{\epsilon}, w_j \rangle \langle ((\beta'(\omega_{\epsilon}))(\gamma \omega - g)_{\epsilon})_{\epsilon}, w_j \rangle.
$$

(41)

Because $\{w_j\}$ is an orthonormal basis in $L^2(\mathbb{R}^2)$, it follows by Parseval’s theorem that

$$
\lim_{m \to \infty} \langle (\Psi^{(m,\epsilon)})'(\omega), (\gamma \omega - g) \rangle = \langle (\beta(\omega_{\epsilon}))_{\epsilon}, (\beta'(\omega_{\epsilon}))(\gamma \omega - g)_{\epsilon} \rangle_{\epsilon}
$$

holds for each $\omega$ in $B$. Moreover, because the functions $(\beta(\omega_{\epsilon}))_{\epsilon}$ and $(\beta'(\omega_{\epsilon}))(\gamma \omega - g)_{\epsilon}$ are bounded in $L^2(\mathbb{R}^2)$ as $\omega \in B$, it follows that the sequence $\langle (\Psi^{(m,\epsilon)})'(\omega), (\gamma \omega - g) \rangle$ is bounded uniformly for $\omega \in B$. Thus, we may apply the Lebesgue dominated convergence theorem to deduce

$$
\lim_{m \to \infty} \int \langle (\Psi^{(m,\epsilon)})'(\omega), (\gamma \omega - g) \rangle d\mu^{0}(\omega) = \int \langle (\beta(\omega_{\epsilon}))_{\epsilon}, (\beta'(\omega_{\epsilon}))(\gamma \omega - g)_{\epsilon} \rangle_{\epsilon} d\mu^{0}(\omega).
$$

(42)

Because $(u \cdot \nabla \omega)_{\epsilon} = \partial_k (u_k \omega)_{\epsilon}$ we have

$$
\langle (\Psi^{(m,\epsilon)})'(\omega), u \cdot \nabla \omega \rangle
= \sum_{j=1}^{m} \langle (\beta(\omega_{\epsilon}))_{\epsilon}, w_j \rangle \langle ((\beta'(\omega_{\epsilon}))_\epsilon \partial_k (u_k \omega)_{\epsilon})_{\epsilon}, w_j \rangle.
$$

(43)

In order to establish the pointwise limit

$$
\lim_{m \to \infty} \langle (\Psi^{(m,\epsilon)})'(\omega), u \cdot \nabla \omega \rangle = \langle (\beta(\omega_{\epsilon}))_{\epsilon}, (\beta'(\omega_{\epsilon}) \partial_k (u_k \omega)_{\epsilon})_{\epsilon} \rangle
$$

and the uniform bounds on $(\beta(\omega_{\epsilon}))_{\epsilon}$ and $(\beta'(\omega_{\epsilon}) \nabla x (u \omega)_{\epsilon})_{\epsilon}$ in $L^2(\mathbb{R}^2)$ for $\omega \in B$ we need to split the Biot-Savart expression

$$
u = \frac{1}{2\pi} \frac{x^+}{|x|^2} \ast \omega
$$

in two pieces, corresponding to

$$
\frac{1}{2\pi} \frac{x^+}{|x|^2} = K_1(x) + K_2(x),
$$

$K_1(x) = \frac{1}{2\pi} \frac{x^+}{|x|^2} 1_{|x| \leq 1}$,

$K_2(x) = \frac{1}{2\pi} \frac{x^+}{|x|^2} 1_{|x| > 1}$. 
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Clearly, because each component of $K_1 \in L^1(\mathbb{R}^2)$, it follows that $u_1 = K_1 \ast \omega$ is in $L^2(\mathbb{R}^2)$ by the Hausdorff-Young inequality, and its norm in $L^2$ is bounded by a constant uniformly for $\omega \in B$. On the other hand, because each component of $K_2 \in L^{p'}(\mathbb{R}^2)$, with $p' > 2$ the dual exponent of $p < 2$, we have that $u_2 = K_2 \ast \omega \in L^\infty(\mathbb{R}^2)$ with norm bounded by $r$, as long as $\omega \in B_\infty^p(r)$. Consequently, $(u_1 \otimes \omega) \in L^1(\mathbb{R}^2)$, $L^2(\mathbb{R}^2)$, and, because $\beta'(\omega)$ is uniformly bounded in $L^2(\mathbb{R}^2)$, we may use the Lebesgue dominated convergence theorem to deduce

$$\lim_{m \to \infty} \int \langle (\Psi^{(m,\epsilon)})'(\omega), u \cdot \nabla \omega \rangle d\mu^0(\omega) = \int \langle \beta(\omega_\epsilon)_c, (\beta'(\omega_\epsilon) \partial_k (u_k \omega)_{\epsilon})_c \rangle d\mu^0(\omega).$$

(44)

Because of (37, 42, 44) we have then

$$\int_{L^2(\mathbb{R}^2)} \langle (\beta(\omega_\epsilon))_c, (\beta'(\omega_\epsilon)(\gamma \omega - g))_c \rangle d\mu^0(\omega) + \int_{L^2(\mathbb{R}^2)} \langle (\beta(\omega_\epsilon))_c, (\beta'(\omega_\epsilon) \partial_k (u_k \omega)_{\epsilon})_c \rangle d\mu^0(\omega) = 0.$$  

(45)

Now we are going to investigate the term

$$I_{\beta,\epsilon} = \int_{\mathbb{R}^2} (\beta(\omega_\epsilon))_c [\beta'(\omega_\epsilon) \partial_k (u_k \omega)_{\epsilon}]_c \, dx.$$

Integrating by parts we write

$$I_{\beta,\epsilon} = J_{\beta,\epsilon} + K_{\beta,\epsilon},$$

with

$$J_{\beta,\epsilon} = -\int_{\mathbb{R}^2} \partial_k (\beta(\omega_\epsilon))_c [\beta'(\omega_\epsilon)(u_k \omega)_{\epsilon}]_c \, dx,$$

and

$$K_{\beta,\epsilon} = -\int_{\mathbb{R}^2} (\beta(\omega_\epsilon))_c [\beta''(\omega_\epsilon)(\partial_k (u_k \omega)_{\epsilon})_c] \, dx.$$
and
\[ M_{\beta,\epsilon} = - \int_{\mathbb{R}^2} \partial_k(\beta(\omega_\epsilon))_\epsilon [\beta'(\omega_\epsilon) \rho_\epsilon(u_k,\omega)]_\epsilon \, dx. \]

We estimate
\[ |M_{\beta,\epsilon}| \leq C \sup |\beta| \sup |\beta'| \frac{1}{\epsilon} \| \rho_\epsilon(u,\omega) \|_{L^1(\mathbb{R}^2)}. \]

We used the fact that
\[ \| \partial_k(\beta) \|_{L^\infty(\mathbb{R}^2)} \leq C_1 \epsilon \| \beta \|_{L^\infty(\mathbb{R}^2)}. \]

We claim that
\[ |M_{\beta,\epsilon}| \leq C \sup |\beta| \sup |\beta'| \| \omega \|_{L^2(\mathbb{R}^2)} \int_{\mathbb{R}^2} j(z)(1 + |z|) \| \delta_\epsilon z \omega \|_{L^2(\mathbb{R}^2)} dz, \]

where \((\delta_h \omega)(x) = \omega(x - h) - \omega(x)\). Indeed this follows from a bound on \(\rho_\epsilon(u,\omega)\) and the uniform bound \(\| \delta_\epsilon u \|_{L^2(\mathbb{R}^2)} \leq \epsilon |z| \| \omega \|_{L^2(\mathbb{R}^2)}\).

We fix \(\epsilon > 0\) and we consider a sequence of compactly supported functions \(\beta(y)\) that converge uniformly on the compact \(R_\infty = [-\gamma, \gamma]\) together with two derivatives to the function \(y\), (i.e. \(\beta \to y, \beta' \to 1, \beta'' \to 0\)) and such that
\[ |\beta(y)| + |\beta'(y)| + |\beta''(y)| \leq C. \]

It is easy to see that for fixed \(\epsilon > 0\)
\[ \lim_{\beta \to y} \int_{L^2(\mathbb{R}^2)} (L_{\beta,\epsilon} + K_{\beta,\epsilon}) d\mu^0(\omega) = 0. \]

Indeed, \(K_{\beta,\epsilon}(\omega)\) is a continuous function of \(\omega \in L^2(\mathbb{R}^2)\), uniformly bounded on \(K_p^n\) and converging pointwise to zero. As for \(L_{\beta,\epsilon}\), it is also continuous, bounded and converges to 0 = \(\int_{\mathbb{R}^2} \partial_k(\omega_\epsilon)(u_k)_\epsilon(\omega_\epsilon) \, dx\).

On the other hand, from
\[ \int_{L^2(\mathbb{R}^2)} |M_{\beta,\epsilon}| d\mu^0(\omega) \leq C \int_{L^2(\mathbb{R}^2)} \int_{\mathbb{R}^2} j(z)(1 + |z|) \| \delta_\epsilon z \omega \|_{L^2(\mathbb{R}^2)} dz d\mu^0(\omega), \]

with \(C\) uniform for all \(\beta\) in the sequence, it follows from the Lebesgue dominated convergence theorem that
\[ \lim_{\epsilon \to 0} \lim_{\beta \to y} \int_{L^2(\mathbb{R}^2)} |M_{\beta,\epsilon}| d\mu^0(\omega) = 0. \]
By (45) and the estimates above it follows that
\[
\lim_{\epsilon \to 0} \limsup_{\beta \to y} \int_{L^2(\mathbb{R}^2)} \langle (\beta(\omega_\epsilon)_\epsilon), (\beta'(\omega_\epsilon)(\gamma \omega - g)_\epsilon) \rangle d\mu^0(\omega) = 0
\]
On the other hand, by the Lebesgue dominated convergence theorem again,
\[
\lim_{\epsilon \to 0} \limsup_{\beta \to y} \int_{L^2(\mathbb{R}^2)} \langle (\beta(\omega_\epsilon)_\epsilon), (\beta'(\omega_\epsilon)(\gamma \omega - g)_\epsilon) \rangle d\mu^0(\omega)
= \int_{L^2(\mathbb{R}^2)} \left\{ \gamma \|\omega\|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right\} d\mu^0(\omega)
\]
which proves (38).

5 Long time averages and the inviscid limit

In this section we consider SSSNSs obtained as generalized (Banach) limits of long time averages of functionals of deterministic solutions of the damped and driven Navier-Stokes equations. These SSSNS have good enough properties to pass to the inviscid limit and are used to prove that the time averaged enstrophy dissipation vanishes in the zero viscosity limit.

Definition 5.1 A generalized limit (Banach limit) is a linear continuous functional
\[
\text{Lim}_{t \to \infty} : \mathcal{BC}([0, \infty)) \to \mathbb{R}
\]
such that
1. \( \text{Lim}_{t \to \infty}(g) \geq 0; \quad \forall g \in \mathcal{BC}([0, \infty)) \) with \( g(s) \geq 0 \ \forall s \geq 0 \),
2. \( \text{Lim}_{t \to \infty}(g) = \lim_{t \to \infty} g(t) \), whenever the usual limit exists.

The space \( \mathcal{BC}[0, \infty) \) is the Banach space of all bounded continuous functions defined on \([0, \infty)\), and the functional \( \text{Lim}_{t \to \infty} \) is constructed as an easy application of the Hahn-Banach theorem. It can be shown that any generalized limit satisfies
\[
\liminf_{T \to \infty} g(T) \leq \text{Lim}_{t \to \infty}(g) \leq \limsup_{T \to \infty} g(T), \quad \forall g \in \mathcal{BC}([0, \infty)). \quad (46)
\]
Furthermore, given a particular \( g_0 \in \mathcal{BC}([0, \infty)) \), and a sequence \( t_j \to \infty \) for which \( g_0(t_j) \) converges to a number \( l \), we can construct a generalized limit \( \text{Lim}_{t \to \infty} \) satisfying \( \text{Lim}_{t \to \infty}(g_0) = l \), see [4, 14]. This implies that one can choose a functional \( \text{Lim}_{t \to \infty} \) so that \( \text{Lim}_{t \to \infty} g_0 = \limsup_{t \to \infty} g_0(t) \).
Theorem 5.1 Let \( u_0 \in L^2(\mathbb{R}^2) \) and \( \nabla^\perp u_0 = \omega_0 \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \). Let \( f \in W^{1,1}(\mathbb{R}^2) \cap W^{1,\infty}(\mathbb{R}^2) \). Let \( t_0 > 0 \). Let \( \text{Lim}_{t \to \infty} \) be a Banach limit. Then
\[
\int_{L^2(\mathbb{R}^2)} \Phi(\omega) d\mu'(\omega) = \text{Lim}_{t \to \infty} \frac{1}{t} \int_0^t \Phi(S^{NS}(s + t_0))(\omega_0) ds
\]
is a statistical stationary solution of the damped and driven Navier-Stokes equations. For any \( p > 1 \) there exists \( r \) depending only on \( \gamma, f, \omega_0 \) but not \( \nu \) nor \( t_0 \) such that
\[
\text{supp} \mu' \subset B_p^\infty(r).
\]
The inequality
\[
\nu \int_{L^2(\mathbb{R}^2)} \|\nabla \omega\|_{L^2(\mathbb{R}^2)}^2 d\mu'(\omega) \leq \int_{L^2(\mathbb{R}^2)} [g(\omega) - \gamma \|\omega\|_{L^2}^2] d\mu'(\omega)
\]
holds.

Proof. By Theorem 2.2, the set
\[
O^+(t_0, \{\omega_0\}) = \text{cl}\{S^{NS}(s + t_0)(\omega_0), \ | s \geq 0 \}\]
is compact in \( L^2(\mathbb{R}^2) \). By Theorem 2.1, \( \Phi(S^{NS}(s + t_0))(\omega_0) \) is a continuous bounded function on \([0, \infty)\) and so is its time average on \([0, t]\). Thus, the generalized limit
\[
\text{Lim}_{t \to \infty} \frac{1}{t} \int_0^t \Phi(S^{NS}(s + t_0))(\omega_0) ds
\]
exists. Moreover, it is a positive functional on \( C(O^+(t_0, \{\omega_0\})) \). Because of the Riesz representation theorem on compact spaces, there exists a Borel measure \( \mu' \) on the compact \( O^+(t_0, \{\omega_0\}) \) that represents the limit. The measure \( \mu' \) is supported in \( O^+(t_0, \{\omega_0\}), \mu'(X) = \mu'(X \cap O^+(t_0, \{\omega_0\})) \), for any \( X \) Borelian in \( L^2(\mathbb{R}^2) \). The inclusions (48) follow from Theorem 2.1.

We take a test function \( \Psi \in T \). Then
\[
\int_{L^2(\mathbb{R}^2)} (\Psi'(\omega), u \cdot \nabla \omega + \gamma \omega - \nu \Delta \omega) d\mu'(\omega)
\]
holds. This verifies definition 4.1 (2). In order to verify conditions (1) and (3) we take the solution \( \omega(t) = S^{NS}(t)(\omega_0) \) mollify it, \( \omega_r(t) = J_r(\omega(t)) \) and take the enstrophy balance. We obtain from (4)
\[
\frac{d}{dt} \|\omega_r(t)\|_{L^2(\mathbb{R}^2)}^2 + \nu \|\nabla \omega_r(t)\|_{L^2(\mathbb{R}^2)}^2 + \gamma \|\omega_r(t)\|_{L^2(\mathbb{R}^2)}^2 - \langle g_r, \omega_r(t) \rangle
\]

\[
= \langle \rho_r(u(t), \omega(t)), \nabla \omega_r(t) \rangle
\]

(50)
Integrating in time we deduce
\[
\frac{1}{t} \int_0^t \left[ \gamma \| \omega_\epsilon (s + t_0) \|_{L^2(\mathbb{R}^2)}^2 - \langle g_\epsilon, \omega_\epsilon (s + t_0) \rangle \right] ds + \frac{1}{t} \int_0^t \| \nabla \omega_\epsilon (s + t_0) \|_{L^2(\mathbb{R}^2)}^2 ds
\]
\[
= \frac{1}{t} \left[ \| \omega_\epsilon (t_0) \|_{L^2(\mathbb{R}^2)}^2 - \| \omega_\epsilon (t + t_0) \|_{L^2(\mathbb{R}^2)}^2 \right]
\]
\[
+ \frac{1}{t} \int_0^t \langle \rho_\epsilon (u(s + t_0), \omega(s + t_0)), \nabla \omega_\epsilon (s + t_0) \rangle ds
\]
(51)

Fixing \( \epsilon > 0 \), we may apply \( \text{Lim}_{t \to \infty} \).
\[
\text{Lim}_{t \to \infty} \frac{1}{t} \int_0^t \left[ \gamma \| \omega_\epsilon (s + t_0) \|_{L^2(\mathbb{R}^2)}^2 - \langle g_\epsilon, \omega_\epsilon (s + t_0) \rangle \right] ds = \int_{L^2(\mathbb{R}^2)} \left[ \gamma \| \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 - \langle g_\epsilon, \omega_\epsilon \rangle \right] d\mu^\nu(\omega)
\]
and
\[
\text{Lim}_{t \to \infty} \int_0^t \| \nabla \omega_\epsilon (s + t_0) \|_{L^2(\mathbb{R}^2)}^2 ds = \int_{L^2(\mathbb{R}^2)} \| \nabla \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 d\mu^\nu(\omega)
\]
hold because the functionals are continuous. From (51) we have
\[
\int_{L^2(\mathbb{R}^2)} \left[ \gamma \| \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 - \langle g_\epsilon, \omega_\epsilon \rangle \right] d\mu^\nu(\omega) + \nu \int_{L^2(\mathbb{R}^2)} \| \nabla \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 d\mu^\nu(\omega)
\]
\[
= \text{Lim}_{t \to \infty} \frac{1}{t} \int_0^t \langle \rho_\epsilon (u(s + t_0), \omega(s + t_0)), \nabla \omega_\epsilon (s + t_0) \rangle ds
\]
(52)

We estimate the right-hand side taking \( \nabla \omega_\epsilon \) in \( L^\infty(\mathbb{R}^2) \), where it costs \( \epsilon^{-1} \Omega \) where \( \Omega \) is a time independent bound on \( \| S^{NS,7}(s + t_0) \omega_0 \|_{L^\infty(\mathbb{R}^2)} \) (from Theorem 2.1). Then we are left with
\[
\left| \text{Lim}_{t \to \infty} \frac{1}{t} \int_0^t \langle \rho_\epsilon (u(s + t_0), \omega(s + t_0)), \nabla \omega_\epsilon (s + t_0) \rangle ds \right|
\]
\[
\leq \Gamma \text{Lim}_{t \to \infty} \frac{1}{t} \int_{\mathbb{R}^2} |j(z)| \| \delta_z \omega(s + t_0) \|_{L^2(\mathbb{R}^2)} ds
\]
where \( \Gamma \) is a bound on \( \sup_{s \geq 0} \| \omega(s + t_0) \|_{L^\infty(\mathbb{R}^2)} \| \omega(s + t_0) \|_{L^2(\mathbb{R}^2)} \). We use crucially now the fact that \( \tilde{O}^+(t_0, \{ \omega_0 \}) \) is compact in \( L^2(\mathbb{R}^2) \). Then for every small number \( h > 0 \) there exists \( \epsilon > 0 \) so that
\[
\| \delta_z \omega(s + t_0) \|_{L^2(\mathbb{R}^2)} \leq h
\]
holds for all \( s \geq 0 \), and all \( z \) in the compact support of \( j \). Therefore we have from (52)
\[
\left| \int_{L^2(\mathbb{R}^2)} \left[ \gamma \| \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 - \langle g_\epsilon, \omega_\epsilon \rangle \right] d\mu^\nu(\omega) + \nu \int_{L^2(\mathbb{R}^2)} \| \nabla \omega_\epsilon \|_{L^2(\mathbb{R}^2)}^2 d\mu^\nu(\omega) \right|
\]
\[
\leq h(\epsilon)
\]
(53)
with $0 \leq h(\epsilon)$, a function satisfying $\lim_{\epsilon \to 0} h(\epsilon) = 0$. We remove now the mollifier, carefully. First we note that

$$\int_{L^2(\mathbb{R}^2)} \left[ \gamma \|\omega\|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right] d\mu^\nu(\omega) = \lim_{\epsilon \to 0} \int_{L^2(\mathbb{R}^2)} \left[ \gamma \|\omega_\epsilon\|^2_{L^2(\mathbb{R}^2)} - \langle g_\epsilon, \omega_\epsilon \rangle \right] d\mu^\nu(\omega)$$

holds trivially because $\mu^\nu$ is a Borel measure. This, together with (53) implies that

$$\nu \limsup_{\epsilon \to 0} \int_{L^2(\mathbb{R}^2)} \|\nabla \omega_\epsilon\|^2_{L^2(\mathbb{R}^2)} d\mu^\nu(\omega) \leq - \int_{L^2(\mathbb{R}^2)} \left[ \gamma \|\omega\|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right] d\mu^\nu(\omega)$$

which implies, by Fatou’s lemma

$$\nu \int_{L^2(\mathbb{R}^2)} \|\nabla \omega\|^2_{L^2(\mathbb{R}^2)} d\mu^\nu(\omega) \leq - \int_{L^2(\mathbb{R}^2)} \left[ \gamma \|\omega\|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right] d\mu^\nu(\omega).$$

(54)

Because the right-hand side is finite, this proves (1) and (49). The proof of (3) for arbitrary $E_1, E_2$ follows from a very similar computation as the one above. We take $\chi'(y)$, a smooth, nonnegative, compactly supported function defined for $y \geq 0$. Then $\chi(y) = \int_0^y \chi'(e) \, de$ is bounded on $\mathbb{R}_+$ and

$$\frac{d}{dt} \chi(\|\omega_t\|^2_{L^2(\mathbb{R}^2)}) = \chi'(\|\omega_t\|^2_{L^2(\mathbb{R}^2)}) \frac{d}{dt} \|\omega_t\|^2_{L^2(\mathbb{R})}.$$

We multiply (50) by $2\chi(\|\omega_t\|^2_{L^2(\mathbb{R}^2)})$ and we proceed as above by taking time average, long time limit and removing the mollifier. We obtain

$$\int_{L^2(\mathbb{R}^2)} \chi'(\|\omega\|^2_{L^2(\mathbb{R}^2)}) \left\{ \nu \|\nabla \omega\|^2_{L^2(\mathbb{R}^2)} + \gamma \|\omega\|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right\} d\mu^\nu(\omega) \leq 0$$

and letting $\chi'(y) \to 1_{[E_1^2, E_2^2]}$ pointwise, with $0 \leq \chi'(y) \leq 2$, concludes the proof. \Box

**Theorem 5.2** Let $f \in W^{1,1}(\mathbb{R}^2) \cap W^{1,\infty}(\mathbb{R}^2)$. Let $u_0 \in L^2(\mathbb{R}^2)$ be divergence-free and let $\nabla^\perp u_0 = \omega_0 \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$. Let $\omega^\nu(t) = S^{NS\gamma}(t)(\omega_0)$ be the vorticity of the solution of the damped and driven Navier-Stokes equation. Then,

$$\lim_{\nu \to 0} \nu \left( \limsup_{t \to \infty} \frac{1}{t} \int_0^t \|\nabla \omega^\nu(s+t_0)\|^2_{L^2(\mathbb{R}^2)} \, ds \right) = 0,$$

(55)

holds for any $t_0 > 0$.
Proof. We argue by contradiction and assume that the statement is false. Then, there exists a sequence $\nu_k \to 0$ and $\delta > 0$, such that, for each fixed $\nu_k$, there exists a sequence of times $t_j \to \infty$ (that may depend on $k$) such that

$$\frac{\nu_k}{t_j} \int_0^{t_j} \| \nabla \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2 ds \geq \delta$$

holds for all $t_j \to \infty$. Because of the enstrophy balance

$$\delta \leq \frac{\nu_k}{t_j} \int_0^{t_j} \| \nabla \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2$$

$$= \frac{1}{t_j} \int_0^{t_j} \left[ -\gamma \| \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2 + \langle g, \omega^{t_k}(s + t_0) \rangle \right] ds$$

$$+ \frac{1}{2} \left[ \| \omega^{t_k}(t_0) \|_{L^2(\mathbb{R}^2)}^2 - \| \omega^{t_k}(t_0 + t_j) \|_{L^2(\mathbb{R}^2)}^2 \right]$$

It follows that

$$\limsup_{t \to \infty} \frac{1}{t} \int_0^t \left[ -\gamma \| \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2 + \langle g, \omega^{t_k}(s + t_0) \rangle \right] ds \geq \delta.$$ (57)

Because the function $\omega \mapsto \langle g, \omega \rangle$ is continuous on $clO^+(t_0, \{\omega_0\})$, by the remark after Definition 5.1, we can choose a generalized limit such that

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t \left[ -\gamma \| \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2 + \langle g, \omega^{t_k}(s + t_0) \rangle \right] ds = \limsup_{t \to \infty} \frac{1}{t} \int_0^t \left[ -\gamma \| \omega^{t_k}(s + t_0) \|_{L^2(\mathbb{R}^2)}^2 + \langle g, \omega^{t_k}(s + t_0) \rangle \right] ds.$$ (58)

Now, by Theorem 5.1, this means that we have a SSSNS $\mu^{t_k}$ that satisfies (48) and that also satisfies, in view of (57) and (58)

$$\int_{L^2(\mathbb{R}^2)} \left\{ -\gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} + \langle g, \omega \rangle \right\} d\mu^{t_k}(\omega) \geq \delta > 0$$

(59)

Passing to a weakly convergent subsequence we find with Theorem 4.7 that there exists a renormalized statistical solution of the damped and driven Euler equations $\mu^0$ that satisfies the enstrophy balance (38).

Because the function $\omega \mapsto \langle g, \omega \rangle$ is weakly continuous, we have

$$\lim_{k \to \infty} \int_{L^2(\mathbb{R}^2)} \langle g, \omega \rangle d\mu^{t_k}(\omega) = \int_{L^2(\mathbb{R}^2)} \langle g, \omega \rangle d\mu^0(\omega)$$

(60)
On the other hand, by Fatou’s lemma
\[ \gamma \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^0(\omega) \leq \gamma \liminf_{k \to \infty} \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^\nu_k(\omega) \] (61)

From (59) and (60) we have
\[ \gamma \liminf_{k \to \infty} \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^\nu_k(\omega) \leq \int_{L^2(\mathbb{R}^2)} \langle g, \omega \rangle d\mu^0(\omega) - \delta \] (62)

and from (61) and (62) we obtain
\[ \int_{L^2(\mathbb{R}^2)} \left\{ \gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} - \langle g, \omega \rangle \right\} d\mu^0(\omega) \leq -\delta < 0. \] (63)

This is a contradiction because (38) holds. Thus (55) holds. \( \square \)

**Theorem 5.3** Let \( f \in W^{1,1}(\mathbb{R}^2) \cap W^{1,\infty}(\mathbb{R}^2) \). Let \( u_0 \in L^2(\mathbb{R}^2) \) be divergence-free and let \( \nabla \perp u_0 = \omega_0 \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \). Let \( \mu^\nu \) be SSSNS associated to long time averages given by (47) that converge weakly as \( \nu \to 0 \) to a renormalized statistical solution \( \mu^0 \) of the damped and driven Euler equation. Then
\[ \lim_{\nu \to 0} \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^\nu(\omega) = \int_{L^2(\mathbb{R}^2)} \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^0(\omega) \] (64)

holds.

**Proof.** Indeed, by Theorem 4.7 we know that \( \mu^0 \) satisfies (38). From (49) and (60) we have
\[ \limsup_{\nu \to 0} \int_{L^2(\mathbb{R}^2)} \gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^\nu(\omega) \leq \int_{L^2(\mathbb{R}^2)} \langle g, \omega \rangle d\mu^0(\omega) \] (65)

Using (38) we obtain
\[ \limsup_{\nu \to 0} \int_{L^2(\mathbb{R}^2)} \gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^\nu(\omega) \leq \int_{L^2(\mathbb{R}^2)} \gamma \| \omega \|^2_{L^2(\mathbb{R}^2)} d\mu^0(\omega) \] (66)

From (61) we obtain (64). \( \square \)
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