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Abstract

In this paper, we consider low-degree polynomials of inner products between a collection of random vectors. We give an almost orthogonal basis for this vector space of polynomials when the random vectors are Gaussian, spherical, or Boolean. In all three cases, our basis admits an interesting combinatorial description based on the topology of the underlying graph of inner products.

We also analyze the expected value of the product of two polynomials in our basis. In all three cases, we show that this expected value can be expressed in terms of collections of matchings on the underlying graph of inner products. In the Gaussian and Boolean cases, we show that this expected value is always non-negative. In the spherical case, we show that this expected value can be negative but we conjecture that if the underlying graph of inner products is planar then this expected value will always be non-negative.

We hope that these polynomials will be a useful analytical tool in settings where one has a symmetric function of a collection of random or pseudorandom vectors.

1 Introduction

Fix a finite set of vertices $V$ and $n \in \mathbb{N}$ and consider drawing i.i.d. standard $n$-dimensional Gaussian vectors $d_u$ for each $u \in V$. We consider polynomials in the variables $d_{u,i}$ with real coefficients which have degree less than $n$ and are orthogonally invariant i.e. unchanged if the $\{d_u\}$ are simultaneously replaced by $\{Td_u\}$ for any orthogonal matrix $T$. Any such orthogonally invariant polynomial will also be expressible in terms of the inner product variables $x_{uv} := \langle d_u, d_v \rangle$. We will be interested in the structure of polynomials in the variables $x_{uv}$. Under the natural inner product $\langle f, g \rangle := \mathbb{E}[f \cdot g]$, we will exhibit a basis that is mostly orthogonal.

A natural spanning set for the space of orthogonally invariant polynomials is the set of monomials $\prod_{u,v \in V} x_{uv}^{k_{uv}}$ where each $k_{uv} \in \mathbb{N}$. Equivalently, there is one monomial for each undirected multigraph on $V$ (with self-loops allowed): for the monomial $\prod_{u,v \in V} x_{uv}^{k_{uv}}$ we take the graph where there are $k_{uv}$ multi-edges from $u$ to $v$. We denote this monomial by $m_G$ where $G$ is the underlying graph.
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However, the monomials \( m_G \) are not orthogonal. For example, one can check by hand that the graph shown in Fig. 1 has

\[
\mathbb{E}[x_{12}x_{23}x_{34}x_{14}] = \mathbb{E}_{d_1,d_2,d_3,d_4 \sim \mathcal{N}(0, I_n)} [\langle d_1, d_2 \rangle \langle d_2, d_3 \rangle \langle d_3, d_4 \rangle \langle d_1, d_4 \rangle] = n.
\]

Our goal in this paper is to orthogonalize the \( m_G \) into a basis of polynomials \( p_G \). We will work in three settings: when the \( n \)-dimensional vector \( d_u \) is standard Gaussian, a uniform unit vector, and a uniform Boolean vector.

The \( p_G \) basis exhibits some surprisingly beautiful combinatorics based on the underlying graph \( G \). Even computing \( \mathbb{E}[m_G] \), one can already see a connection to the topology of the graph \( G \). For small graphs \( G \), the magnitude of \( \mathbb{E}[m_G] \) is \( n^k \) where \( k \) is the maximum number of cycles that \( E(G) \) can be partitioned into (and is 0 if \( G \) has a vertex with odd degree), c.f. Lemma 2.8. A theme of the paper is that quantities involving the \( m_G \) and \( p_G \) may not have clean exact formulas, but their magnitudes in \( n \) are determined by combinatorial and topological properties of \( G \).

Before we describe the actual construction of the polynomials, we describe how they might be used. Letting \( \text{Aut}(S^n) \) denote the orthogonal matrices, the polynomials are a type of Fourier basis for \( \text{Aut}(S^n) \)-invariant functions of a collection of vectors \( d = \{d_u\} \). For example, if we evaluate \( \mathbb{E}_{d \sim \mathcal{D}} [p_G(d)] \) where \( \mathcal{D} \) is close to but not perfectly random, then we might hope that the expectation decreases exponentially in \( |G| \). We expect that the basis will be most useful when working with large \( n \) and relatively low-degree moments of \( \mathcal{D} \), for example as in the trace method from random matrix theory or the Sum-of-Squares algorithm.

A polynomial function \( f : (\mathbb{R}^n)^V \to \mathbb{R} \) can also be decomposed in the basis of Hermite polynomials (or spherical harmonics if \( d_u \) is spherical); the reader may ask if they should decompose \( f \) in the \( p_G \) basis or in this “product” Fourier basis (which is formally the \( V \)-fold product of the orthogonal polynomials for the distribution of a single \( d_u \)). On the one hand, the product basis is simpler than the \( p_G \). On the other hand, the \( p_G \) basis is specialized to orthogonally invariant functions, and it exhibits nontrivial combinatorial cancellations which would be hard to spot and explain in the standard basis and which might be intrinsic to some problems.

We encountered the \( p_G \) basis in the course of the work [GJJ+20], in which a superset of the current authors prove lower bounds against the Sum-of-Squares hierarchy. Technically the work constructs a matrix \( \mathcal{M} \) which is a function of a collection of random Gaussian vectors \( \{d_u\} \); the entries of \( \mathcal{M} \) are naturally expressed (via “pseudocalibration”) in terms
of an orthogonal polynomial basis evaluated on the $d_u$. Ultimately, we ended up using the standard Hermite basis for this orthogonal polynomial basis as this was sufficient for our purposes, though we also considered using the $p_G$.

1.1 Outline

In the remainder of the introduction, we give more overview on the $p_G$ in general. In Section 2 we specialize to the Gaussian case $d_u \sim \mathcal{N}(0, I_n)$. In the Gaussian case, the calculations work out cleanly once one has the right definitions for “matching collections”. In Section 3 we continue to the spherical case. Here the calculations become more involved, and we investigate a conjecture relating the spherical case to planar graphs. In Section 4 we investigate the Boolean case $d_u \in \{\pm 1\}^n$ which combines aspects of the Gaussian and spherical cases. In Section 5 we give a “Fourier inversion” lemma for applications. Appendix A lists some small polynomials. We suggest that for the purposes of gaining intuition about the family $p_G$, it is helpful to carry around a few small examples from the tables in Appendix A and work out some calculations by hand alongside the proofs.
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1.2 Constructing the polynomials

Given any inner product on polynomials, one can automatically construct an orthonormal basis of polynomials by blindly running the Gram-Schmidt process. We construct our basis by applying Gram-Schmidt to the $\{m_G\}$, producing a family of orthogonal polynomials $\{p_G\}$. To run Gram-Schmidt, it’s necessary to choose an order. The natural order for polynomials is by degree, though within each degree it’s not clear how the polynomials should be ordered. We skirt this issue by only orthogonalizing a monomial against polynomials with lower degree\footnote{Degree of a polynomial in this paper always refers to total degree.}. The resulting polynomials we produce are “mostly orthogonal”, with $\mathbb{E}[p_G \cdot p_H]$ possibly nonzero for polynomials of the same degree (in fact, they will be orthogonal unless $G$ and $H$ have the same degree on every vertex). We call this the degree-orthogonal Gram-Schmidt process.

Definition 1.1. A polynomial family $\{p_I\}_{I \in \mathcal{I}}$ is degree-orthogonal (with respect to $\mathcal{D}$) if $\mathbb{E}_{d \sim \mathcal{D}}[p_I(d) p_J(d)] = 0$ whenever $\deg(p_I) \neq \deg(p_J)$.

The degree-orthogonal Gram-Schmidt process outputs the unique monic degree-orthogonal basis.
**Fact 1.2** (Uniqueness of Gram-Schmidt orthogonalization). Let $\{m_I\}_{I \in \mathcal{I}}$ be the set of monomials of degree at most $\tau$ in a set of variables $\nu$ and let $\mathcal{D}$ be a distribution on $\mathbb{R}^\nu$ such that $\{m_I\}_{I \in \mathcal{I}}$ are linearly independent as functions on the support of $\mathcal{D}$. There is a unique set of monic polynomials $\{p_I\}_{I \in \mathcal{I}}$ such that

(i) The unique monomial of maximum degree in $p_I$ is $m_I$,

(ii) The family $p_I$ is degree-orthogonal with respect to $\mathcal{D}$.

Furthermore, the $p_I$ are linearly independent and span the same space as the $m_I$.

**Proof.** Condition (i) says that $p_I$ lies in the space $\text{span}(\{m_I\} \cup \{m_J : \text{deg}(m_J) < \text{deg}(m_I)\})$. Condition (ii) says that $p_I$ is orthogonal to the latter subspace of codimension 1, and therefore $p_I$ is determined since it’s monic. □

**Remark 1.3.** Our monomials $\{m_G\}$ are not linearly independent when the degree is too high. In this case, $\{p_G\}$ will be a spanning set rather than a basis.

However, Gram-Schmidt certainly does not guarantee any nice description of the resulting polynomials. It turns out that the $p_G$ also have closed-form combinatorial descriptions (the choice of “mostly orthogonal” was made so that the $p_G$ have a clean description, but it’s also possible that there are other nice families of orthogonal polynomials that can be obtained by performing more orthogonalization within each degree).

We now give a general and combinatorial description of the $p_G$. However, calculations are still a pain using this definition. In the next sections we will give alternate combinatorial formulas for the $p_G$ based on “matching collections” that allow for calculations, and also highlight the connection between the $p_G$ and the topology of the graph $G$.

Let $d \sim \mathcal{D} \otimes V$ for some distribution $\mathcal{D}$ on $\mathbb{R}^n$, which we will later take to be either Gaussian, uniformly spherical, or uniformly Boolean. We want to find an orthogonal polynomial basis for $\text{Aut}(\mathcal{D})$-invariant functions. Let $\{\chi_{\alpha} : \alpha \in \mathbb{N}^n\}$ be the monic polynomial family on $\mathbb{R}^n$ which is degree-orthogonal under $\mathcal{D}$ (this is the orthogonal basis for entries of a single vector, e.g. the Hermite polynomials). We assume a set $\{m_I\}_{I \in \mathcal{I}}$ of homogeneous polynomials in the $d_{u,i}$ which form a (not necessarily orthogonal) basis for the $\text{Aut}(\mathcal{D})$-invariant functions. For example, this can be the inner product functions $\prod_{u,v \in V} \langle d_u, d_v \rangle_{kuv}$ in the Gaussian and spherical cases. Construct $\{p_I\}_{I \in \mathcal{I}}$ by applying to $m_I$ the map (extending by linearity),

$$\prod_{u \in V} d_{u,i}^\alpha \mapsto \prod_{u \in V} \chi_{\alpha}(d_u).$$

In words, each monomial is replaced by the $\mathcal{D}$-orthogonal polynomial with that leading monomial. (Up to a small caveat explained below) the $p_I$ are a monic degree-orthogonal basis for the $\text{Aut}(\mathcal{D})$-invariant functions, and hence equal the output of the Gram-Schmidt process on $m_I$.

**Proposition 1.4.** The polynomials $\{p_I\}_{I \in \mathcal{I}}$ are monic, satisfy $\text{deg}(p_I) = \text{deg}(m_I)$, and are degree-orthogonal.
Proof. The degree is preserved by the map sending $d_u^\alpha \mapsto \chi_\alpha(d_u)$ and the leading coefficient is 1 since the $\chi_\alpha$ are monic. Suppose that $p_I, p_J$ have distinct degrees; then so do $m_I, m_J$. For each term in the expression $p_I p_J$, because $m_I, m_J$ are homogeneous and have different degree, there must be $u \in V$ such that the degree in $d_u$ differs between $p_I, p_J$. Because of degree-orthogonality of the $\chi_\alpha$, the expectation over $d_u$ is zero.

However it’s not clear that the new polynomials $p_I$ have the desired $\text{Aut}(\mathcal{D})$ symmetry without more assumptions on $\mathcal{D}$. For our settings we will check that this is indeed the case.

1.3 Related polynomial families

To the best of our knowledge, these $p_G$ have not been explored before, though it is possible that we have missed some prior work. To finish the introduction we compare the $p_G$ to several similar families of polynomials.

When $G$ equals $k$ multiedges between two vertices 1 and 2, $p_G$ generalizes a univariate orthogonal polynomial family evaluated on $\langle d_1, d_2 \rangle$. For the spherical case this is the Gegenbauer polynomials. For the Boolean case, this is the Kravchuk polynomials (after an affine shift). For the Gaussian case, $p_G$ also depends on $\|d_1\|$ and $\|d_2\|$, but evaluated on $\langle d_1, d_1 \rangle = \langle d_2, d_2 \rangle = n$ this is the (probabilist’s) Hermite polynomials.

For a collection of jointly Gaussian random variables $X_i$, the Wick product gives a monic orthogonal polynomial family under the expectation inner product \cite{Jan97}. In our set-up, there are two differences with the Wick product. First, the variables $x_{uv}$ are not themselves Gaussian; they are individually distributed as $\sqrt{X} \cdot Y$ where $X$ is a chi-squared random variable with $n$ degrees of freedom and $Y$ is an independent standard Gaussian. This however could be fixed by using bipartite graphs $G$ and sampling $d_u$ as a Gaussian vector on one bipartition and as a spherical vector on the other. The second and more important difference is that even if this change is made, the $x_{uv}$ are individually Gaussian but not jointly Gaussian. The graph structure of $G$ enforces nontrivial correlations. For example, in the four-cycle given earlier in Figure 1, each edge is mean-zero and each pair of edge variables is uncorrelated, and so if the variables were jointly Gaussian then they would be independent and mean-zero. However, $E[x_{12} x_{23} x_{34} x_{14}] > 0$.

The matching polynomial of a graph $G$ is the univariate generating function for the number of matchings in $G$. Despite both families generalizing e.g. the Hermite polynomials, the matching polynomials and $p_G$ seem incomparable.

For a permutation group $G \leq S_k$, one defines the cycle polynomial \cite{CS18}

$$
\sum_{g \in G} x^{\text{number of cycles in } g}.
$$

Though this is similar in appearance to some calculations in this paper, there is not a clear group $G$ associated with the matching structures that we consider.


2 Polynomial Basis for the Gaussian Setting

In this section we investigate the family \( \{p_G\} \) when \( d_u \sim N(0, I_n) \) i.i.d. The graph \( G \) is a multigraph on \( V \), possibly with self-loops.

Note that the \( m_G \) are not completely linearly independent. For example, if \( n = 1 \), then \( m_G \) is determined by its degrees on each vertex. Despite this, the low-degree monomials are linearly independent.

**Lemma 2.1.** The set of \( m_G \) for \( |E(G)| \leq n \) is linearly independent.

**Proof.** Suppose that \( \sum_{G:|E(G)| \leq n} c_G m_G = 0 \); we show \( c_G = 0 \). Each inner product \( \langle d_u, d_v \rangle \) can be expanded as \( \sum_{i=1}^n d_{u,i}d_{v,i} \). In this way, each edge gets a label from 1 to \( n \). Expanding \( m_G \),

\[
m_G = \sum_{\sigma: E(G) \rightarrow \{1 \to n\}} \prod_{\{u,v\} \in E(G)} d_{u,\sigma(\{u,v\})}d_{v,\sigma(\{u,v\})}.
\]

Since \( |E(G)| \leq n \), one monomial that appears in \( m_G \) will have \( \sigma \) assign a distinct label to each edge. We claim that this monomial appears in the sum with coefficient \( c_G \): because the edge labels are distinct, we can recover the graph \( G \) from the monomial. Therefore \( c_G = 0 \). \( \square \)

For low-degree polynomials the \( p_G \) will therefore be a basis.

The polynomials \( p_G \) admit several nice combinatorial descriptions based on the graph \( G \). To see why something combinatorially nice might be expected to happen, there is a combinatorially-flavored method for computing \( \mathbb{E}[m_G] \) via Isserlis’ theorem (also known as Wick’s lemma).

**Lemma 2.2** (Isserlis’ theorem). Fix vectors \( d_1, \ldots, d_{2k} \in \mathbb{R}^n \). Then for \( v \) a standard \( n \)-dimensional Gaussian random variable,

\[
\mathbb{E}[\langle v, d_1 \rangle \cdots \langle v, d_{2k} \rangle] = \sum_{\text{perfect matchings } (u,v) \in M} \prod_{M \text{ on } [2k]} \langle d_u, d_v \rangle.
\]

Observe also that the expectation is zero when there are an odd number of inner products.

We will need the following minor generalization.

**Lemma 2.3.** For fixed \( d_1, \ldots, d_{2k} \in \mathbb{R}^n \) and \( v \sim N(0, I) \),

\[
\mathbb{E}[\langle v, v \rangle^{2l} \langle v, d_1 \rangle \cdots \langle v, d_{2k} \rangle] = n(n+2) \cdots (n+2l-2) \sum_{\text{perfect matchings } (u,v) \in M} \prod_{M \text{ on } [2k]} \langle d_u, d_v \rangle.
\]

**Proof.** See Appendix B, Theorem B.2 \( \square \)

The generalization can be iterated to compute \( \mathbb{E}[m_G] \) for a given graph \( G \). We take expectation over the vectors \( d_u \) one at a time, and each application reduces to a sum over graphs that no longer involve \( u \).
To capture the combinatorics of the $p_G$, we look at matchings of the edge endpoints incident to a given vertex. More specifically we use a collection $M$ of (partial or perfect) matchings on incident edges, one for each vertex.

**Definition 2.4.** Let $\mathcal{PM}(G)$ be the set of all perfect matching collections of the edges incident to each vertex of $G$. Each element of $\mathcal{PM}(G)$ specifies $|V(G)|$ perfect matchings, and the perfect matching for vertex $v$ is on $\text{deg}(v)$ elements.

Let $\mathcal{M}(G)$ denote the set of all partial or perfect matching collections of the edges incident to each vertex of $G$.

**Remark 2.5.** $M \in \mathcal{M}(G)$ is a type of “block matching,” where the overall set is all vertex-edge incidences and the blocks are the edges incident to a particular vertex.

**Definition 2.6.** For $M \in \mathcal{M}(G)$, define the routed graph $\text{route}(M)$ to be the graph obtained by connecting up edge endpoints that are matched at each vertex $v$. Closed cycles are deleted, and paths are replaced by a single edge between the final path endpoints.

**Definition 2.7.** For $M \in \mathcal{M}(G)$, define $\text{cycles}(M)$ to be the number of closed cycles formed by routing.

Using these definitions, we have the following formula for the expectation $\mathbb{E}[m_G]$,

**Lemma 2.8.** $\mathbb{E}[m_G] = 0$ if some vertex in $G$ has odd degree. Otherwise,

$$\mathbb{E}[m_G] = \sum_{M \in \mathcal{PM}(G)} n^{\text{cycles}(M)}.$$

**Proof.** Expanding $m_G$ and grouping by vertex,

$$m_G = \sum_{\sigma \in \mathcal{E} \to [n]} \prod_{u \in V, i \in [n]} d_{u,i}^{|\{e \ni u : \sigma(e) = i\}|}.$$

Taking expectations, the $d_{u,i}$ are independent Gaussians. If one of the vertices has odd degree, one of the labels $i$ will necessarily occur an odd number of times at that vertex and the overall expectation will be zero. Otherwise, $\mathbb{E} Z^{2k} = (2k - 1)!!$ for $Z \sim \mathcal{N}(0, 1)$. The expression $(2k - 1)!!$ counts the number of perfect matchings of $2k$ elements; in this case when computing $\mathbb{E} d_{u,i}^{|\{e \ni u : \sigma(e) = i\}|}$ these should be thought of as summing 1 for each perfect matching of the edges incident to $u$ which are labeled $i$. In summary, each $\sigma$ sums over a subset of $\mathcal{PM}$.

Now fix a given collection of perfect matchings $M \in \mathcal{PM}$; which $\sigma$ contribute to it? We require that, at each vertex, every pair of endpoints matched in $M$ are assigned the same label. Therefore, in any cycle formed by $\text{route}(M)$, the labeling $\sigma$ must assign all edges of the cycle the same label. These labels can be any number from $[n]$, and disjoint cycles don’t affect each other. Therefore there are $n^{\text{cycles}(M)}$ such $\sigma$. \hfill $\square$

**Corollary 2.9.** The magnitude of $\mathbb{E}[m_G]$ is $n^k$ where $k$ is the maximum number of cycles into which $E(G)$ can be partitioned (note that this is NP-hard to compute from $G$).

Now we collect several alternate definitions of the polynomials $p_G$.  

Definition 2.10 (Hermite sum definition). Define $p_G$ by
\[ p_G = \sum_{\sigma : E(G) \to [n]} \prod_{u \in V, i \in [n]} h_{|\{e \ni u : \sigma(e) = i\}|}(d_{u,i}). \]

Note that in this definition we consider a self-loop at $u$ labeled $i$ to contribute 2 to $|\{e \ni u : \sigma(e) = i\}|$.

Definition 2.11 (Routing definition). Define $p_G$ by
\[ p_G = \sum_{M \in \mathcal{M}(G)} m_{\text{route}(M)} \cdot n_{\text{cycles}(M)} \cdot (-1)^{|M|}. \]

A given graph $K$ can appear as $\text{route}(M)$ for several different matchings $M$ (even with different numbers of cycles). This gives rise to interesting and nontrivial coefficients on the monomials $m_K$.

Definition 2.12 (Generic construction from Proposition 1.4). Consider the Hermite expansion of $m_G$ in the variables $d_{u,i}$, and let $p_G$ be the truncation to the top level i.e. keep only those Hermite coefficients $c_{\alpha}h_{\alpha}$ with $|\alpha| = 2|E(G)|$.

Since $m_G$ is homogeneous as a function of the $d_{u,i}$ and each monomial appears with coefficient 1, this amounts to taking each monomial $d^{\alpha}$ and replacing it by $h_{\alpha}(d)$.

Lemma 2.13. The three definitions above are equivalent.

Proof. After checking that the leading monomial of $p_G$ in Definition 2.10 is $m_G$, it is clear that Definition 2.10 and Definition 2.12 are equivalent.

We argue that Definition 2.10 and Definition 2.11 agree. The coefficient of $x^{k-2i}$ in the Hermite polynomial $h_k(x)$ can be interpreted as the number of matchings of $2i$ objects out of $k$ total (there is also an alternating sign). In this way $h_k$ is a generating function for all partial matchings on $[k]$. Looking at $h_{|\{e \ni u : \sigma(e) = i\}|}(d_{u,i})$, we interpret this (ignoring the sign for now) as summing over all partial matchings on the incident edges with a given label $i$; any matched edges are given a factor of 1 while the unmatched edges are given $d_{u,i}$.

Now look at the view from a given collection $M$ of partial matchings, one per vertex. Which $\sigma$ contribute? Along any closed cycle in $\text{route}(M)$, the labels $\sigma$ must be all the same, and if this is the case the contribution is 1. Along any path, the labels assigned by $\sigma$ must also be the same, say $i$. The multiplicative contribution of any interior vertices is 1, but the contribution of the two endpoint vertices $u$ and $v$ is $d_{u,i}$ and $d_{v,i}$. When all valid $\sigma$ are summed over, we obtain a factor of $n$ for each cycle, and the inner product between the endpoints of each path.

The $(-1)^{|M|}$ factor comes from the signings of the Hermite coefficients. \qed
\{\{u, v_1\}, \{u, v_2\}, \{u, v_3\}\}. We have that
\[
m_G = \langle d_u, d_{v_1} \rangle \langle d_u, d_{v_2} \rangle \langle d_u, d_{v_3} \rangle
\]
\[
= \sum_{\text{distinct } i,j,k \in [n]} d_{u,i}d_{u,j}d_{u,k}d_{v_1,i}d_{v_2,j}d_{v_3,k} + \sum_{i \neq j \in [n]} d_{u,i}^2d_{v_1,i}d_{v_2,i}d_{v_3,j}
\]
\[
+ \sum_{i \neq j \in [n]} d_{u,i}d_{v_1,i}d_{v_2,j}d_{v_3,i} + \sum_{i \neq j \in [n]} d_{u,i}d_{v_1,j}d_{v_2,i}d_{v_3,i} + \sum_{i \in [n]} d_{u,i}^2d_{v_1,i}d_{v_2,i}d_{v_3,i}.
\]
Replacing the monomial \(d_{u,i}^3\) with the corresponding Hermite polynomial \(d_{u,i}^3 - 1\) and replacing the monomial \(d_{u,i}^3\) with the corresponding Hermite polynomial \(d_{u,i}^3 - 3d_{u,i}\), we have that
\[
p_G = \sum_{\text{distinct } i,j,k \in [n]} d_{u,i}d_{u,j}d_{u,k}d_{v_1,i}d_{v_2,j}d_{v_3,k} + \sum_{i \neq j \in [n]} (d_{u,i}^2 - 1)d_{u,j}d_{v_1,i}d_{v_2,i}d_{v_3,j}
\]
\[
+ \sum_{i \neq j \in [n]} (d_{u,i}^2 - 1)d_{u,j}d_{v_1,i}d_{v_2,j}d_{v_3,i} + \sum_{i \neq j \in [n]} (d_{u,i}^2 - 1)d_{u,j}d_{v_1,j}d_{v_2,i}d_{v_3,i}
\]
\[
+ \sum_{i \in [n]} (d_{u,i}^3 - 3d_{u,i})d_{v_1,i}d_{v_2,i}d_{v_3,i}.
\]
The term \(-d_{u,j}d_{v_1,i}d_{v_2,i}d_{v_3,j}\) and one of the 3 terms \(-d_{u,i}d_{v_1,i}d_{v_2,i}d_{v_3,i}\) correspond to the collection of matchings \(M\) where \(v_1\) is matched to \(v_2\) at \(u\) (and all other matchings are trivial). Summing these terms over all \(i \neq j \in [n]\) gives \(-\langle d_{v_1}, d_{v_2} \rangle \langle d_u, d_{v_3} \rangle\).

Similarly, the term \(-d_{u,j}d_{v_1,i}d_{v_2,i}d_{v_3,i}\) and one of the 3 terms \(-d_{u,i}d_{v_1,i}d_{v_2,i}d_{v_3,i}\) correspond to the collection of matchings \(M\) where \(v_1\) is matched to \(v_3\) at \(u\) (and all other matchings are trivial). Summing these terms over all \(i \neq j \in [n]\) gives \(-\langle d_{v_1}, d_{v_3} \rangle \langle d_u, d_{v_2} \rangle\).

Finally, the term \(-d_{u,j}d_{v_1,i}d_{v_2,i}d_{v_3,i}\) and one of the 3 terms \(-d_{u,i}d_{v_1,i}d_{v_2,i}d_{v_3,i}\) correspond to the collection of matchings \(M\) where \(v_2\) is matched to \(v_3\) at \(u\) (and all other matchings are trivial). Summing these terms over all \(i \neq j \in [n]\) gives \(-\langle d_{v_2}, d_{v_3} \rangle \langle d_u, d_{v_1} \rangle\).

Putting everything together,
\[
p_G = \langle d_u, d_{v_1} \rangle \langle d_u, d_{v_2} \rangle \langle d_u, d_{v_3} \rangle - \langle d_{v_1}, d_{v_2} \rangle \langle d_u, d_{v_3} \rangle - \langle d_{v_1}, d_{v_3} \rangle \langle d_u, d_{v_2} \rangle - \langle d_{v_2}, d_{v_3} \rangle \langle d_u, d_{v_1} \rangle.
\]

As a consequence of the routing definition we have

**Lemma 2.15.** The polynomials \(p_G\) are orthogonally invariant.

**Corollary 2.16.** Definitions 2.10, 2.11, 2.12 are equal to the degree-orthogonal Gram-Schmidt process on \(m_G\).

**Proof.** From Proposition 1.4, the polynomials defined above are degree-orthogonal and monic. The previous lemma shows that they are orthogonally invariant. Therefore they match the result of Gram-Schmidt by Fact 1.2.

In fact, the proof of Proposition 1.4 shows that \(p_G\) have a stronger “ultra-orthogonality” property. If \(G\) and \(H\) have different degree at \(u\), then only taking the expectation over \(d_u\) already results in the zero polynomial.
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Lemma 2.17. Let $G$ and $H$ be two multigraphs. If $\text{deg}_G(u) \neq \text{deg}_H(u)$ for some $u \in V$, then

$$E_{d_u \sim N(0, I_n)}[p_G \cdot p_H] = 0.$$ 

We now derive an explicit formula for the inner product and variance of $p_G$. For two graphs $G, H$ on $V$, we define $G \cup H$ to be the disjoint union of the edges (the edge multiplicity in $G \cup H$ is the sum of the multiplicities in $G$ and $H$).

Definition 2.18. For two multigraphs, write $G \leftrightarrow H$ if $\text{deg}_G(u) = \text{deg}_H(u)$ for all $u \in V$.

Definition 2.19. Let $PM(G, H) \subseteq PM(G \cup H)$ be perfect matching collections such that at each vertex $v$, the matching goes between edges incident to $v$ in $G$ and edges incident to $v$ in $H$. Note that if $G \not\leftrightarrow H$, then $PM(G, H)$ is empty.

Lemma 2.20. Let $G$ and $H$ be two multigraphs.

$$E[p_G \cdot p_H] = \sum_{M \in PM(G, H)} n^{\text{cycles}(M)}$$

Remark 2.21. Determining the maximum number of cycles in $M \in PM(G, H)$ is NP-hard via a slight modification of [Hol81]. This remains true if we restrict the cycles to be simple.

Proof. Use the routing definition of $p_H$,

$$p_G \cdot p_H = \sum_{M_1 \in M(G), M_2 \in M(H)} m_{\text{route}_G(M_1)} \cdot m_{\text{route}_H(M_2)} \cdot n^{\text{cycles}_G(M_1) + \text{cycles}_H(M_2)} \cdot (-1)^{|M_1| + |M_2|}.$$ 

Taking expectations, by Lemma 2.8 we sum over all perfect matchings of $\text{route}_G(M_1) \cup \text{route}_H(M_2)$ which “complete” the partial matchings $M_1$ and $M_2$, when viewed as a matching on the graph $G \cup H$. The power of $n$ is the number of cycles in the completed matching. The net effect is to sum over all perfect matching collections in $G \cup H$,

$$E[p_G p_H] = \sum_{M \in PM(G \cup H)} n^{\text{cycles}_{G \cup H}(M)} \sum_{\text{pick some } M\text{-matched pairs to be in } M_1 \text{ or } M_2} (-1)^{|M_1| + |M_2|}.$$ 

The inner summation often cancels to zero. In the graph $G \cup H$, each edge-vertex incidence comes from either $G$ or $H$. We can only add an $M$-matched pair to $M_1$ if both matched edge-vertex incidences come from $G$; similarly only matched pairs which are both in $H$ can be picked for $M_2$. If there are any such pairs, the inner summation is automatically zero.

The remaining terms are those $M$ in which, at every vertex, the perfect matching is a perfect matching between incoming edges in $G$ and those in $H$ – that is, matching collections in $PM(G, H)$. For these terms, the inner summation is trivially $1$, which finishes the proof.

\[ \square \]

Corollary 2.22. $n^{|E(G)|} \leq E[p_G^2] \leq |E(G)|^2 \cdot n^{|E(G)|}$. 


Proof. Using the result of Lemma 2.20, we claim \( \max_{M \in \mathcal{PM}(G,G)} \text{cycles}(M) = |E(G)| \). On the one hand, \(|E(G)|\) is achievable by matching each edge with its duplicate to create 2-cycles. On the other hand, every cycle in \( \text{route}(M) \) needs at least two edges (there can be no self-loops as matchings with self-loops are not in \( \mathcal{PM}(G,G) \)). This shows \( n|E(G)| \leq \mathbb{E} p_G^2 \leq |\mathcal{PM}(G,G)| \cdot n|E(G)| \).

\( \mathcal{PM}(G,G) \) consists of choosing a perfect matching at each vertex between two sets of size \( \deg(v) \).

\[ |\mathcal{PM}(G,G)| = \prod_{v \in V} \deg(v)! \leq |E(G)|^2 |E(G)|. \]

3 Polynomial Basis for the Spherical Setting

Let \( S^{n-1} = \{ x \in \mathbb{R}^n : \|x\|_2 = 1 \} \). With the \( d_u \) drawn uniformly and independently from \( S^{n-1} \) instead of the Gaussian distribution, for each multigraph \( G \) with no self-loops (reflecting the fact that \( \langle d_u, d_u \rangle = 1 \)) we construct a polynomial \( p_G \). For the most part, the proofs in this section mirror their counterparts in the previous section, with the notable exception of the inner product formula.

Let \( \alpha \in \mathbb{N}^n \) be a multiindex and \( |\alpha| := \sum_{i=1}^{n} \alpha_i \). We will need the Maxwell representation of the spherical harmonics [DX13, Theorem 1.1.9]. Concretely, the spherical harmonic \( s_\alpha : S^{n-1} \to \mathbb{R} \) is (the restriction to \( S^{n-1} \) of the function on \( \mathbb{R}^n \))

\[ s_\alpha(x) = \|x\|^{2|\alpha|+n-2} \frac{\partial}{\partial x^\alpha} \|x\|^{-n+2} \]

and then scaled to be monic. An alternate method to write down \( s_\alpha \) is to first write down the Hermite polynomial \( \prod_{i=1}^{n} h_{\alpha_i}(x_i) \) and then multiply each non-leading monomial of total degree \( |\alpha| - 2k \) by approximately \( 2^{n-k} \). More precisely, we let \( x^\frac{k}{2} \) be notation for the “fall-by-2” falling factorial,

\[ x^\frac{k}{2} := x(x-2)(x-4)\cdots(x-2k+2), \]

and let \( x^\frac{k}{2} := 1/x^\frac{k}{2} \). We also define \( x^\frac{k}{2} \) likewise for rise-by-2. Then:

**Fact 3.1.** To form \( s_\alpha \) from \( h_\alpha \), multiply monomials with degree \( |\alpha| - 2k \) by \( (n+2|\alpha| - 4)^{-k} \).

We will need the moments of the uniform distribution on the sphere (using the notation introduced above):

**Fact 3.2.**

\[ \mathbb{E}_{x \in \mathbb{R}S^{n-1}} [x^\alpha] = \begin{cases} n^{-|\alpha|/2}, & \text{if } \alpha_i \text{ even for all } i \\ 0, & \text{otherwise} \end{cases} \]

These spherical harmonics are degree-orthogonal (as functions of a single vector):

\[ \text{Multiplying the monomials by exactly } n^{-k} \text{ creates polynomials orthogonal under the distribution } N(0, I_n/n), \text{ which is similar to the unit sphere.} \]
Fact 3.3. If $|\alpha| \neq |\beta|$, then $\mathbb{E}_{x \in \mathbb{R}^{S^{n-1}}} [s_\alpha(x)s_\beta(x)] = 0$.

We remark that $\{s_\alpha : \alpha \in \mathbb{N}^n\}$ is not completely linearly independent as functions on $S^{n-1}$ because of the identity $\langle v, v \rangle = 1$:

Fact 3.4. For each $k$, the set $\{s_\alpha : |\alpha| \leq k, \alpha_n = 0 \text{ or } 1\}$ is a basis for the set of degree-$(\leq k)$ polynomial functions on $S^{n-1}$. The same holds for the monomials $x^\alpha$.

The monomials $m_G$ are defined as before for each multigraph on $V$ without self-loops. They are not completely linearly independent as functions on $(S^{n-1})^V$. We restrict ourselves to the set of low-degree functions, which are linearly independent.

Lemma 3.5. The set of $m_G$ with $|E(G)| \leq n - 1$ is linearly independent as functions on $(S^{n-1})^V$.

Proof. Suppose $\sum_{G:|E(G)|\leq n} c_G m_G = 0$ where $c_G$ are not all zero, and let $G$ be a nonzero graph with maximum number of edges. Expand $m_G$,

$$m_G = \sum_{\sigma: E(G) \to [n]} \prod_{\{u,v\} \in E(G)} d_{u,\sigma(\{u,v\})}d_{v,\sigma(\{u,v\})}.$$ 

Letting $\sigma$ be an injective assignment of labels from $[n - 1]$ (which exists because $|E(G)| \leq n - 1$), we claim that the corresponding monomial, which we call the “special monomial”, is uncanceled and appears with coefficient $c_G$.

First, the relations $\langle d_u, d_u \rangle = 1$ mean that polynomials do not have a unique representation as functions on $(S^{n-1})^V$. We amend this by using the relations to reduce the degree of variable $d_{u,n}$ to 0 or 1 for each vertex $u$. Nothing needs to be done for the special monomial.

After performing the reduction, the special monomial still does not arise from any other graphs. This is because the reduction step must either lower the degree, or introduce a variable with degree 2, whereas the special monomial is multilinear and was chosen to have maximum degree. Therefore, the special monomial has coefficient $c_G$, which is nonzero, a contradiction. \hfill \Box

There is a spherical Isserlis theorem which gives a recursive method to compute $\mathbb{E}[m_G]$.

Lemma 3.6 (Spherical Isserlis theorem). Fix vectors $d_1, \ldots, d_{2k} \in \mathbb{R}^n$. Then for $v \in \mathbb{R}^{S^{n-1}}$,

$$\mathbb{E}_{v}[\langle v, d_1 \rangle \cdots \langle v, d_{2k} \rangle] = \sum_{\text{perfect matchings } (u,v) \in M} \prod_{(u,v) \in M} \langle d_u, d_v \rangle.$$ 

Observe also that the expectation is zero when there are an odd number of inner products.

Proof. This follows from the standard Isserlis theorem. Let $Q \sim \chi^2(n)$ be a chi-square random variable with $n$ degrees of freedom, independent from $v$. Then

$$\mathbb{E}_{v,Q}\left[\langle \sqrt{Q}v, d_1 \rangle \cdots \langle \sqrt{Q}v, d_{2k} \rangle\right] = \mathbb{E}_{Z \sim N(0,I_n)}[\langle Z, d_1 \rangle \cdots \langle Z, d_{2k} \rangle].$$

12
Factoring out $Q^k$, the left-hand side is
\[
\mathbb{E}_{v,Q}[(\sqrt{Q}v,d_1) \cdots (\sqrt{Q}v,d_{2k})] = \mathbb{E}_Q[Q^k] \cdot \mathbb{E}_v[(v,d_1) \cdots (v,d_{2k})] = n^k \mathbb{E}_v[(v,d_1) \cdots (v,d_{2k})].
\]
By the Gaussian Isserlis theorem, the right-hand side equals
\[
\mathbb{E}_{Z \sim \mathcal{N}(0,I_n)}[(Z,d_1) \cdots (Z,d_{2k})] = \sum_{\text{perfect matchings } (u,v) \in M} \prod_{\text{on } [2k]} (d_u,d_v).
\]
Dividing by $n^k$ proves the claim.

We also have explicit formulas based on matching collections,

**Lemma 3.7.** $\mathbb{E}[m_G] = 0$ if there is a vertex of odd degree, otherwise,
\[
\mathbb{E}[m_G] = \prod_{v \in V} n^{-\deg(v)/2} \sum_{M \in \mathcal{P}(M(G))} n^{\text{cycles}(M)}.
\]

**Proof.** The proof goes through exactly as in the Gaussian case, but plug in the spherical moments which contribute the rising factorial terms.

**Remark 3.8.** Lemma 3.7 is still valid if $G$ has self-loops.

Three definitions of the orthogonal polynomials for the spherical case correspond with the three definitions from the Gaussian case:

**Definition 3.9** (Spherical harmonic sum definition). Define $p_G$ by
\[
p_G = \sum_{\sigma : E(G) \to [n]} \prod_{u \in V} s_{\text{histogram of } \sigma(e) : e \ni u}(d_u).
\]

**Definition 3.10** (Routing definition). Define $p_G$ by
\[
p_G = \sum_{M \in \mathcal{M}(G)} m_{\text{route}(M)} \cdot n^{\text{cycles}(M)} \cdot (-1)^{|M|} \cdot \prod_{v \in V} (n + 2 \deg(v) - 4)^{|M_v|}
\]
where $M_v$ is the partial matching of incident edges at $v$.

**Definition 3.11** (Generic construction from Proposition 1.4). To construct $p_G$, expand the function $m_G$ in the basis of spherical harmonics as a function of $d_{u,i}$ then truncate to the top-level coefficients of degree $2|E(G)|$.

**Lemma 3.12.** The three definitions above are equivalent.

**Proof.** Definitions 3.9 and 3.11 agree once we check that the leading monomial in Definition 3.9 is $m_G$. 
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Definitions 3.9 and 3.10 agree as a consequence of equality between Definition 2.10 and Definition 2.11 in the Gaussian case by the following argument. For reference, we recall the two equal formulas for \( p_G \) in the Gaussian case,

\[
\begin{align*}
\sum_{\sigma : G \rightarrow [n]} \prod_{u \in V, i \in [n]} h_{\{\epsilon \in u : \sigma(\epsilon) = i\}}(d_{u,i}) & \quad (1) \\
p_G = \sum_{M \in M(G)} m_{\text{route}(M)} \cdot n_{\text{cycles}(M)} \cdot (-1)^{|M|}. & \quad (2)
\end{align*}
\]

For each fixed \( \delta \in \mathbb{V}^n \), let us restrict to only the monomials in the variables \( d_{a,i} \) with total degree \( \delta(u) \) on the variables \( \{d_{a,i} : i \in [n]\} \). We clearly still have equality between Eq. (1) and Eq. (2) after making this restriction. The equality still holds if we multiply both sides by an appropriate function of \( n \); we choose this function of \( n \) to be the product that appears on the right side of Definition 3.10, which only depends on \( \delta \). This clearly converts Eq. (2) into Definition 3.10. Due to the choice of function, it also turns Eq. (1) into Definition 3.9 because of the conversion between \( h_\alpha \) and \( s_\alpha \) in Fact 3.1.

The following properties follow directly as they did in the Gaussian case:

**Lemma 3.13.** The polynomials \( p_G \) are orthogonally invariant.

**Lemma 3.14.** Let \( G \) and \( H \) be two multigraphs. If \( \deg_G(u) \neq \deg_H(u) \) for some \( u \in V \), then \( \mathbb{E}_{d \in \mathbb{R}^{S^{n-1}}} [p_G \cdot p_H] = 0 \).

**Lemma 3.15.** Definitions 3.9, 3.10, 3.11 are equal to the output of the degree-orthogonal Gram-Schmidt process on \( m_G \).

### 3.1 Inner product

Unfortunately, we do not have a clean formula for the inner product of two spherical polynomials. Compared to the Gaussian case, there are several complications. First, in the spherical case some polynomials with \( G \leftrightarrow H \) are orthogonal (whereas in the Gaussian case \( p_G \) and \( p_H \) are orthogonal iff \( G \not\leftrightarrow H \)). For example, the following two polynomials are orthogonal:

\[
p_G = x_{12}x_{13}x_{45} - \frac{x_{23}x_{45}}{n}, \quad p_H = x_{14}x_{15}x_{23} - \frac{x_{45}x_{23}}{n}.
\]

This shows that extra cancellations occur in the spherical case. Second, when \( n \) is small some of the \( p_G \) are degenerate. For example, if \( G \) is a triangle and \( n = 2 \) then \( p_G = 0 \). Third, even in the asymptotic regime of large \( n \) and constant-size graphs, in the spherical case the inner product may be negative (whereas in the Gaussian case the inner product is always non-negative). For example, this occurs if \( E(G), E(H) \) partition the edges of \( K_5 \), with the inner 5-cycle in \( G \) and the outer 5-cycle in \( H \), as in Fig. 2.

In this case it can be computed (see Appendix C) that

\[
\mathbb{E}[p_G \cdot p_H] = \frac{-8(n-1)(n-2)(n-4)}{n^8(n+2)^4}.
\]
Interestingly, we conjecture that negative inner product can only occur if the graph \( G \cup H \) is nonplanar.

To attack these complications, we first give a general expression for the inner product. We use it to upper bound on the magnitude of the inner product, showing that it’s no larger than the Gaussian case, up to normalization (Corollary 3.19). We then study some situations when cancellations occur in an effort to determine the exact magnitude in \( n \) of the inner product.

The proof strategy we use is to consider the contribution \( c_M \) from each matching collection \( M \in \mathcal{PM}(G \cup H) \) and then isolate cancellations that occur between these terms.

**Definition 3.16.** For some \( M \in \mathcal{PM}(G \cup H) \), define a \( G \)-pair as a pair of matched endpoints in \( M \) where both come from \( G \). An \( H \)-pair and a \((G,H)\)-pair are defined analogously.

Let \( g_M(v) \) denote the number of \( G \)-pairs at vertex \( v \) and \( g_M \) denote the total number of \( G \)-pairs.

If \( G \not\leftrightarrow H \) then \( \mathbb{E}[p_G p_H] = 0 \) by ultra-orthogonality (Lemma 3.14), so we may assume \( G \leftrightarrow H \).

**Lemma 3.17.** Let \( G,H \) be arbitrary multigraphs such that \( G \leftrightarrow H \). Let \( d(v) = \text{deg}_G(v) = \text{deg}_H(v) \). Then

\[
\mathbb{E}[p_G \cdot p_H] = \prod_{v \in V} n^{-d(v)} \sum_{M \in \mathcal{PM}(G \cup H)} c_M
\]

where the coefficients \( c_M \) are

\[
c_M = n^\text{cycles}(M) \prod_{v \in V} \frac{(-2)^{g_M(v)}}{(n + 2d(v) - 4)^{g_M(v)}}.
\]

**Proof.** By orthogonality, \( \mathbb{E}[p_G \cdot p_H] = \mathbb{E}[p_G \cdot m_H] \). Using the routing definition,

\[
p_G \cdot m_H = \sum_{M \in \mathcal{M}(G)} m_{\text{route}_G(M)} \cdot m_H \cdot n^\text{cycles}_G(M) \cdot (-1)^{|M|} \cdot \prod_{v \in V} (n + 2d(v) - 4)^{-|M_v|}.
\]
Corollary 3.18. For $G$ such that $|E(G)| \leq o(\log n / \log \log n)$,

$$
\mathbb{E}[p_G^2] = n^{-|E(G)|+o(1)}.
$$

We should not remove the self-loops in $\text{route}_G(M)$ which is permitted by Remark 3.8.
Proof. We have

\[ \prod_{v \in V} n^{-\frac{d(v)}{2}} = \prod_{v \in V} n^{-2d(v) + o(1)} = n^{-2|E(G)| + o(1)}. \]

The magnitude of the coefficient \( c_M \) is \( n^{\text{cycles}(M) - g_M} \). Since \( G \) has no self-loops, the max number of cycles for \( M \in \mathcal{PM}(G \cup G) \) is \( |E(G)| \), therefore \( M \) has the largest magnitude of \( n \) if and only if \( M \) pairs each edge with a parallel edge from the other copy of the graph. For these \( M \), \( c_M = n^{|E(G)|} \). There is at least one such \( M \) and possibly up to \( |PM(G, H)| \).

Under the size assumption on \( G \), \( |PM(G, H)| = n^{o(1)} \) and therefore non-dominant terms are negligible,

\[ \mathbb{E}[p_G^2] = n^{-2|E(G)| + |E(G)| + o(1)} = n^{-|E(G)| + o(1)}. \]

\[ \square \]

Up to the normalization factor of \( \prod_{v \in V} n^{-\frac{d(v)}{2}} \), the inner product is bounded by the same formula from the Gaussian case.

**Corollary 3.19.** Let \( G \) and \( H \) be two multigraphs such that \( G \leftrightarrow H \) with degrees \( d(v) \), and \( |E(G)|, |E(H)| \leq o(\log n / \log \log n) \). Then

\[ |\mathbb{E}[p_G \cdot p_H]| \leq \prod_{v \in V} n^{-\frac{d(v)}{2}} \sum_{M \in \mathcal{PM}(G \cup H)} n^{\text{cycles}(M) + o(1)}. \]

**Proof.** From Lemma 3.17,

\[ \mathbb{E}[p_G \cdot p_H] = \prod_{v \in V} n^{-\frac{d(v)}{2}} \sum_{M \in \mathcal{PM}(G \cup H)} c_M \]

\[ = \prod_{v \in V} n^{-\frac{d(v)}{2}} \sum_{M \in \mathcal{PM}(G \cup H)} n^{\text{cycles}(M)} \prod_{v \in V} \left( \frac{(-2)^{g_M(v)}}{(n + 2d(v) - 4)^{g_M(v)}} \right). \]

If \( M \) has both a \( G \)-pair and an \( H \)-pair at \( v \), observe how the magnitude of \( c_M \) changes if we re-match them into two \( (G, H) \)-pairs to get a new matching \( M' \). \( g_M(v) \) goes down by 1. \( \text{cycles}(M) \) may increase by 1, decrease by 1, or stay the same. Therefore the magnitude of \( c_{M'} \) is at least as large as \( c_M \). Iterating this, the dominant terms are \( M \in \mathcal{PM}(G, H) \), and the size assumption means they are dominant up to a \( n^{o(1)} \) factor. \[ \square \]

There are often significantly more cancellations than the Gaussian case. We conjecture that the magnitude for planar graphs \( G \cup H \) is given by the simple matchings \( M \in \mathcal{PM}(G, H) \).

**Definition 3.20.** For a multigraph \( G \) and \( M \in \mathcal{PM}(G) \), we say that \( M \) is \( v \)-simple if \( v \) is visited at most once in each cycle induced by \( M \). We say that \( M \) is simple if every cycle is simple.

**Conjecture 3.21.** Let \( G \) and \( H \) be two loopless multigraphs such that \( G \cup H \) is planar, and \( |E(G)|, |E(H)| \leq o(\log n / \log \log n) \). Then

\[ \mathbb{E}[p_G \cdot p_H] = \frac{1}{n^{|E(G)| + |E(H)|}} \cdot \left( \sum_{\text{simple } M \in \mathcal{PM}(G, H)} n^{\text{cycles}(M)} \right) \cdot (1 \pm o(1)). \]
If there are no simple $M \in \mathcal{PM}(G,H)$, then the expectation is zero.

$K_5$ is a counterexample to an extension of the conjecture to non-planar graphs. $\mathbb{E}[p_G p_H] < 0$ for $G$ and $H$ equal to two 5-cycles despite that:

**Proposition 3.22.** Decomposing $K_5$ into two 5-cycles $G$ and $H$, there is no simple $M \in \mathcal{PM}(G,H)$.

**Proof.** The cycles created by $M \in \mathcal{PM}(G,H)$ are necessarily even-length since they alternate between $G$ and $H$ edges. They can’t be length-2 since $E(G) \cap E(H) = \emptyset$. Therefore there must be two cycles of lengths 4 and 6, or one cycle of length 10, but a length-6 or 10 cycle is not simple.

There are other examples with $K_5$ minors with negative inner product. Taking $G, H$ to be the red and blue edges in Fig. 3

$$\mathbb{E}[p_G p_H] = \frac{-16(n - 1)(n - 2)(n - 4)}{n^{11}(n + 2)^5}.$$  

Taking $G, H$ to be the red and blue edges in Fig. 4

$$\mathbb{E}[p_G p_H] = \frac{-16(n - 1)(n - 2)^2(n - 4)}{n^{11}(n + 2)^6}.$$  

We don’t know of any similar examples based on $K_{3,3}$. To lend support to the conjecture, we consider an approach that almost works, and show some intuition for why the failure of the approach is related to planarity (or is at least topological in nature).

Observe that fixing a matching collection off of a vertex $v$ induces a matching of the edges incident to $v$. For example, if you leave $v$ along edge $e$, and follow the fixed matching around outside of $v$, you will eventually return to $v$ along some edge. If the induced matching at $v$ has a $G$-pair then we claim that summing over matchings at $v$ produces zero.
Lemma 3.23. Let $M'$ be a perfect matching collection for all vertices except $v$. If there is a $G$-pair in the induced matching at $v$, then

$$\sum_{M: M \text{ extends } M' \text{ at } v} c_M = 0.$$

Proof. Abbreviate the sum in the statement as $\sum_{M \geq M'}$. The $c_M$ factored out a term for vertices that are not $v$,

$$\sum_{M \geq M'} c_M = \prod_{w \in V \setminus \{v\}} \frac{(-2)^{g_{M'}(w)}}{(n+2d(w)-4)g_M(w)} \sum_{M \geq M'} n^{\text{cycles}(M)} \frac{(-2)^{g_M(v)}}{(n+2d(v)-4)g_M(v)}.$$

We will argue that the latter sum is zero.

Let $e_1$ and $e_2$ be two edges which form a $G$-pair induced by the matchings $M'$ outside of $v$. Consider the following map from matchings of the edges incident to $v$ where $e_1$ is not matched to $e_2$ to matchings where $e_1$ is matched to $e_2$. If $e_1$ is matched to $e_i$ and $e_2$ is matched to $e_j$ then we match $e_1$ and $e_2$ and match $e_i$ and $e_j$.

To invert this mapping, given a matching where $e_1$ is matched with $e_2$, we need to know which of the $d(v)-1$ other matched pairs $e_i$ and $e_j$ to swap with and we need to know whether to match $e_1$ with $e_i$ and $e_2$ with $e_j$ or $e_1$ with $e_j$ and $e_2$ with $e_i$.

Consider a given matching where $e_1$ is matched with $e_2$. Letting $c+1$ be the number of cycles in the matching and $k+1$ be the number of $G$-pairs at $v$, this matching gives a value of

$$n^{c+1} \cdot \frac{(-2)^k}{(n+2d(v)-4)^k} \cdot \frac{-2(k+1)}{n+2d(v)-2k-4}.$$

We now show that this term cancels with the terms for all of the matchings where $e_1$ is not matched to $e_2$ which map to this matching. Observe an important property of the induced matching: for all re-matchings of $e_1$ and $e_2$ with $e_i,e_j$, the number of cycles decreases by exactly 1. For the $2(k+1)$ matchings where $e_1$ and $e_2$ are mixed with an $H$-pair, each such matching gives a value of

$$n^c \cdot \frac{(-2)^k}{(n+2d(v)-4)^k}.$$

For the $2d(v)-2k-4$ matchings where $e_1$ and $e_2$ are mixed with another $G$-pair or are matched with a $(G,H)$-pair, each such matching gives a value of

$$n^c \cdot \frac{(-2)^k}{(n+2d(v)-4)^k}, -2(k+1) \frac{-2(k+1)}{n+2d(v)-2k-4}.$$

Adding these terms together and dividing by $n^c \cdot \frac{(-2)^k}{(n+2d(v)-4)^k}$, we obtain

$$\frac{-2(k+1)n}{n+2d(v)-2k-4} + 2(k+1) - \frac{2(k+1)(2d(v)-2k-4)}{n+2d(v)-2k-4} = 0.$$
The next corollary explains some cancellations.

**Corollary 3.24.** If \( G \cup H \) has a cut vertex \( v \) such that a component \( C \) of \((G \cup H) \setminus v \) has an unequal number of \( G \) edges and \( H \) edges incident to \( v \), then \( \mathbb{E}[p_{G_H}] = 0 \).

**Proof.** Fixing any perfect matching collection on \( C \), this necessarily induces either an \( H \)-pair or a \( G \)-pair at \( v \). By the previous lemma, summing over the matchings at \( v \) yields zero. \( \square \)

Even when we cannot apply Corollary 3.24, Lemma 3.23 can still be very useful in computing \( \mathbb{E}[p_{G_H}] \).

**Example 3.25.** Consider the graphs \( G \) and \( H \) depicted in Fig. 5 where \( V(G) = V(H) = \{1, 2, 3, 4\} \), \( E(G) = \{(1, 2), (1, 2), (3, 4), (3, 4)\} \), and \( E(H) = \{(2, 3), (2, 3), (4, 1), (4, 1)\} \).

We can compute \( \mathbb{E}[p_{G_H}] \) as follows. Consider vertex 1 and the edges incident to it. We partition the collections of matchings based on how these edges are connected to each other in the remainder of the graph. We then sum over the possible matchings at vertex 1.

Let \( e_1 \) and \( e_2 \) be the two copies of \( \{1, 2\} \) and let \( e_3 \) and \( e_4 \) be the two copies of \( \{1, 4\} \).

1. If there is a path from \( e_1 \) to \( e_2 \) and a path from \( e_3 \) to \( e_4 \) (outside of vertex 1) then by Lemma 3.23, everything cancels at vertex 1.

2. If there is a path from \( e_1 \) to \( e_3 \) and a path from \( e_2 \) to \( e_4 \) (outside of vertex 1) then summing over the matchings at vertex 1 gives

\[
\frac{n^2}{n(n+2)} + \frac{n}{n(n+2)} - \frac{2n}{n^2(n+2)} = \frac{n^2 + n - 2}{n(n+2)} = \frac{n-1}{n}
\]

To see this, note that the first term corresponds to the matching \( \{e_1, e_3\}, \{e_2, e_4\} \) at vertex 1 as this gives two cycles and gives a factor of \( \frac{1}{n(n+2)} \) for vertex 1. The second term corresponds to the matching \( \{e_1, e_4\}, \{e_2, e_3\} \) at vertex 1 as this gives one cycle and gives a factor of \( \frac{2}{n^2(n+2)} \) for vertex 1. The third term corresponds to the matching \( \{e_1, e_2\}, \{e_3, e_4\} \) at vertex 1 as this gives one cycle and gives a factor of \( \frac{1}{n(n+2)} \) for vertex 1.

Note that in order to have these paths, there must be \( G-H \) matchings at the other 3 vertices and there are 4 ways to do this and route \( e_1 \) to \( e_3 \) and \( e_2 \) to \( e_4 \). When there are \( G-H \) matchings at the other 3 vertices, each of these vertices gives a factor of \( \frac{1}{n(n+2)} \).

3. The case when there is a path from \( e_1 \) to \( e_4 \) and a path from \( e_2 \) to \( e_3 \) behaves in the same way as the previous case.

Adding everything together,

\[
\mathbb{E}[p_{G_H}] = 2 \cdot 4 \cdot \left(\frac{1}{n(n+2)}\right)^3 \cdot \frac{n-1}{n} = \frac{8(n-1)}{n^4(n+2)^3}
\]
Figure 5

Lemma 3.23 suggests an approach for cancelling matchings $M \in \mathcal{PM}(G \cup H) \setminus \mathcal{PM}(G, H)$ or which are not simple. For a matching $M \in \mathcal{PM}(G \cup H)$ and a vertex $v$, define the induced re-matching at $v$ to be $M' \in \mathcal{PM}(G \cup H)$ which agrees with $M$ for all vertices except $v$, where it is the induced matching at $v$. Now, if there is a $G$-pair at $v$ in $M'$, then $c_M$ can be cancelled out by summing over matchings at $v$ and using Lemma 3.23. If $M'$ has only $(G, H)$-pairs at $v$, observe that (1) the re-matching operation increases the magnitude of $c_M$, i.e. $c_{M'} \geq c_M$ and (2) the re-matching is guaranteed to be $v$-simple as well. Therefore $c_M$ is not dominant, and it can be upper bounded by the $v$-simple $(G, H)$-matching $M'$. We would like to continue to the next vertex until the only remaining dominant matchings are between $G$ and $H$ and are simple. Based on this argument, we initially conjectured that Conjecture 3.21 held for all $G, H$ not necessarily planar.

Unfortunately this strategy doesn’t work as some matchings $M$ may be needed to cancel out re-matchings for multiple distinct vertices. These matchings may appear with nonzero coefficients. The observation is that such matchings must have certain “crossing” structure. To explain this we specialize to the case where $G, H$ have max degree 2. In this case

$$c_M = n^{\text{cycles}(M)} \prod_{v \in V} \left\{ \begin{array}{ll} 1 & d(v) \leq 1 \\ 1 & d(v) = 2 \text{ and no } G\text{-pair at } v \\ \frac{-2}{n} & d(v) = 2 \text{ and } G\text{-pair at } v \end{array} \right.$$ 

We group the $c_M$ based on an overall matching $M \in \mathcal{PM}(G, H)$. This can be seen as applying the cancellation trick in Lemma 3.23 simultaneously to all vertices.

Definition 3.26. For multigraphs $G, H$ let $V_4$ be the set of vertices with $\deg_G(v) = \deg_H(v) = 2$. For $M \in \mathcal{PM}(G, H)$ and $v \in V_4$ let $M^{\oplus v} \in \mathcal{PM}(G \cup H)$ be defined by re-matching $v$ into a $G$-pair and $H$-pair instead of two $(G, H)$-pairs. For $S \subseteq V_4$ let $M^{\oplus S}$ re-match all vertices in $S$.

Lemma 3.27. Let $G, H$ with max degree 2 and let $V_4$ be the set of degree-4 vertices in $G \cup H$.

$$\mathbb{E}[p_{G\cup H}] = \prod_{v \in V} n^{-d(v)} \sum_{M \in \mathcal{PM}(G, H)} n^{\text{cycles}(M)} \left( \sum_{S \subseteq V_4} (-1)^{|S|} \frac{n^{\text{cycles}(M^{\oplus S})}}{n^{\text{cycles}(M)+|S|}} \right).$$

Note that the re-matchings in this definition are not necessarily induced re-matchings.
Proof. Recall from Lemma 3.17,

$$\mathbb{E}[\mathcal{P}_G \mathcal{P}_H] = \prod_{v \in V} n^{-d(v)} \sum_{M \in \mathcal{P}\mathcal{M}(G \cup H)} c_M.$$  

Each $M \in \mathcal{P}\mathcal{M}(G \cup H) \setminus \mathcal{P}\mathcal{M}(G, H)$ has a coefficient of $c_M = n^{\text{cycles}(M)} \left(\frac{-2}{n}\right)^{g_M}$. For each $G$-pair, say at $v$, there are two ways to rematch at $v$ to get two $(G, H)$-pairs. Split the coefficient $\frac{-2}{n}$ between these two rematchings. \hfill \Box

The terms $M$ such that the inner summation over $V_4$ is nonzero are the “uncancelled” matchings. Let us fix $G, H$ and an uncancelled term $M \in \mathcal{P}\mathcal{M}(G, H)$ such that the inner summation has order $\Omega(1)$. We show how this is determined by a topological property of $G$ and $H$. 

**Definition 3.28.** $S \subseteq V_4$ is dominant if $\text{cycles}(M^{\oplus S}) = \text{cycles}(M) + |S|$. 

**Definition 3.29.** For each cycle $C$ in $M$, let $\text{gg}(C)$ be the set of vertices $v$ such that

(i) $v$ is visited twice in $C$,

(ii) restricting the matching collection $M$ to all vertices except $v$, the induced matching at $v$ has a $G$-pair.

Let $\text{gg}(M) = \bigcup_{C \in M} \text{gg}(C)$.

In other words, $M^{\oplus v}$ for vertices in $\text{gg}(C)$ will split $C$ into two subcycles. Fig. 6 gives an example with $G = \{\{1, 2\}, \{1, 2\}, \{2, 3\}, \{3, 4\}\}, H = \{\{2, 3\}, \{3, 4\}\}$. The cycle $C$ is drawn in two different ways. In the left image, the dashed lines are the matching collections for each vertex. In the right image, a vertex which is visited more than once by $C$ is drawn more than once. The two vertices that are visited more than once are 2 and 3, and only 2 has an induced $G$-pair.

![Figure 6: gg(C) = {2}](image)

**Definition 3.30.** $S \subseteq V_4$ is non-crossing if for each cycle $C$, $S$ is a non-crossing subset of $C$ drawn in a circle.
In the left circle, \{1, 2, 3\} is a non-crossing subset of \(C\). The right four circles show the result of rematching \{1, 2, 3\}.

In other words, the induced re-matching of all vertices in a non-crossing set \(S\) in a cycle will subdivide the cycle. A picture is given in Fig. 7.

The key lemma is that the dominant terms are precisely non-crossing subsets of \(\text{gg}(M)\):

**Lemma 3.31.** \(S\) is dominant if and only if \(S\) is a non-crossing subset of \(\text{gg}(M)\).

**Proposition 3.32.** If \(S\) is dominant then any subset \(S' \subseteq S\) is also dominant.

**Proof.** We have \(\text{cycles}(M^{\oplus v}) \leq \text{cycles}(M) + 1\). If \(S'\) is not dominant, meaning \(\text{cycles}(M^{\oplus S'}) < \text{cycles}(M) + |S'|\), then \(\text{cycles}(M^{\oplus S'})\) cannot “catch up” to \(\text{cycles}(M) + |S'|\).

**Proof of Lemma 3.31.** First, observe that any non-crossing subset of \(\text{gg}(M)\) is dominant. \(v \in \text{gg}(M)\) ensures that \(M^\oplus v\) splits the cycle containing \(v\) into two cycles. Because the set of vertices is non-crossing, further splits will create one new cycle each time.

Now we show the converse. Let \(S \subseteq V_4\) be dominant. There are three possibilities for \(v \in V_4\):

(i) \(v\) is in two different cycles of \(M\),

(ii) \(v\) occurs twice in the same cycle and is in \(\text{gg}(M)\),

(iii) \(v\) occurs twice in the same cycle and is not in \(\text{gg}(M)\).

In the first case, \(\text{cycles}(M^{\oplus v}) = \text{cycles}(M) - 1\) decreases. Therefore \(\{v\}\) is not dominant, and by **Proposition 3.32**, \(v\) cannot be in \(S\). In the third case, \(\text{cycles}(M^{\oplus v}) = \text{cycles}(M)\). Again, \(\{v\}\) is not dominant and \(v\) cannot be in \(S\). We deduce \(S \subseteq \text{gg}(M)\).

Next, we claim that a pair of crossing vertices \(v, w \in \text{gg}(C)\) are not dominant. We have \(\text{cycles}(M^{\oplus (v, w)}) = \text{cycles}(M)\) whereas a dominant term should increase the cycle count by 2. Therefore, by **Proposition 3.32**, we conclude that \(S\) cannot contain any crossing pairs. This completes the proof of the lemma.

Let \(s_M\) be the leading coefficient,

**Definition 3.33.** \(s_M := \sum_{\text{non-crossing } S \subseteq \text{gg}(M)} (-1)^{|S|}\).
One step towards Conjecture 3.21 is to show that for planar graphs, an uncancelled term is always upper bounded by a simple matching. A concrete, purely combinatorial conjecture is the following,

**Conjecture 3.34.** If $G, H$ are graphs, $G \cup H$ is planar, $M \in \mathcal{PM}(G, H)$ and $s_M \neq 0$, then there is a simple matching $M' \in \mathcal{PM}(G, H)$ with $\text{cycles}(M') \geq \text{cycles}(M)$.

It is easy to check that a simple $M \in \mathcal{PM}(G, H)$ is always uncancelled since $\text{cycles}(M^\oplus S) < \text{cycles}(M) + |S|$ holds with strict inequality for all $S \neq \emptyset$. If the above conjecture is true, terms with $s_M \neq 0$ will therefore be dominated by simple terms.

### 4 Polynomial Basis for the Boolean Setting

Let $H_n = \{-1, +1\}^n$. Letting $d_u \in_R H_n$, let $\text{Sym}_\text{bool}^V$ be the set of polynomials $p$ in the $d_u$ which are symmetric under simultaneous automorphism of the hypercube: for any $\pi \in \text{Aut}(H_n),

\[ p(d_1, \ldots, d_u, \ldots) = p(\pi d_1, \ldots, \pi d_u, \ldots). \]

**Fact 4.1.** $\text{Aut}(H_n)$ consists of permutations of the coordinates $[n]$ and bitflips using any $z \in \{-1, +1\}^n$. Formally, $\text{Aut}(H_n)$ is a semidirect product of $S_n$ and $\mathbb{Z}_2^n$.

We give a nice basis for such functions.

**Definition 4.2** (Generalized inner product). For $d_1, \ldots, d_{2k}$, let

\[ \langle d_1, \ldots, d_{2k} \rangle = \sum_{i=1}^n d_{1,i} \cdots d_{2k,i}. \]

This is also denoted by the variable $x_{1, \ldots, 2k}$.

We say that a hypergraph is even if the size of every hyperedge is even. Let $\deg_G(v)$ be the number of edges of $G$ containing $v$. Given an even hypergraph $G$ on vertex set $[m]$, let

\[ m_G = \prod_{\{e_1, \ldots, e_{2k}\} \in E(G)} x_{e_{1,i}, \ldots, e_{2k,i}}. \]

Note that edges are allowed to repeat.

The $m_G$ are not linearly independent. A basis is:

**Lemma 4.3.** The set of $m_G$ such that: there is $\sigma : E(G) \to [n]$ such that for all vertices $u \in V$ and edges $e, f \ni u$, $\sigma(e) \neq \sigma(f)$, is a basis for $\text{Sym}_\text{bool}^V$.

**Proof.** Expand

\[ m_G = \sum_{\sigma : E(G) \to [n]} \prod_{e = \{e_{1,i}, \ldots, e_{2k,i} \in E(G)\}} d_{e_{1,\sigma(e)} \cdots e_{2k,\sigma(e)}}. \]

If there is no such $\sigma$, then every term above has a square term $d_{ij}^2 = 1$. Therefore $m_G$ simplifies to a lower-degree polynomial, and it can be expressed in terms of other $m_G$. 24
If there is a \( \sigma \) for \( G \), then \( m_G \) contains a multilinear monomial with “shape” \( G \), which is linearly independent from other \( m_G \). More formally, to show linear independence, suppose \( \sum_G c_G m_G = 0 \) for some \( c_G \) not all zero. Taking a nonzero graph \( G \) with maximum number of edges, precisely the coefficient \( c_G \) appears on multilinear monomials with “shape” \( G \), which is a contradiction.

**Corollary 4.4.** The set of \( m_G \) such that \( G \) has at most \( n \) hyperedges is linearly independent.

**Remark 4.5.** The hyperedges are sets, so they don’t contain repeats (and thus \( G \) has no self-loops). If we did have an edge \( e \) with a repeated vertex \( i \) in \( G \), we could delete two copies of \( i \) from \( e \) without affecting \( m_G \) because we always have that \( d_{ij}^2 = 1 \).

As before, we can run Gram-Schmidt to orthogonalize the \( m_G \). We will generalize matching collections to the Boolean case and use them to express the resulting polynomials \( p_G \). In the Boolean case it is also useful to express \( p_G \) and various calculations as a sum over certain functions \( \sigma : E(G) \to [n] \).

**Definition 4.6.** Let \( \mathcal{M}_{\text{bool}}(G) \) be the set of partitions of \( E(G) \).

**Definition 4.7.** For \( M \in \mathcal{M}_{\text{bool}}(G) \) define the routed hypergraph \( \text{route}(M) \) by replacing each block \( B \) by a single hyperedge containing \( v \in V \) which are incident to an odd number of edges in \( B \).

Any block such that every \( v \in V \) is incident to an even number of edges in \( B \) is called a “closed block”. Closed blocks are deleted from \( \text{route}(M) \).

**Definition 4.8.** For \( M \in \mathcal{M}_{\text{bool}}(G) \) define the notation \( \text{cycles}(M) \) to be the number of closed blocks of the partition.

**Definition 4.9.** Let \( \mathcal{P}\mathcal{M}_{\text{bool}}(G) \) be the set of partitions of \( E(G) \) such that every block is closed.

Denote the falling and rising factorial by

\[
x^k := x(x-1)\cdots(x-k+1), \quad x^\bar{k} := x(x+1)\cdots(x+k-1).
\]

**Lemma 4.10.**

\[
\mathbb{E}[m_G] = \sum_{\sigma : E(G) \to [n]} 1 = \sum_{M \in \mathcal{P}\mathcal{M}_{\text{bool}}(G)} n^{\text{cycles}(M)}.
\]

**Proof.** The first equality is obtained by expanding \( m_G \) into a sum of over all \( \sigma : E(G) \to [n] \), then using linearity of expectation. The second equality is obtained by casing on which values of \( \sigma(e) \) are equal, which induces a partition of \( E(G) \). We have that \( \sigma \) contributes to the first sum if and only if all of the blocks of the induced partition are closed. Once the partition is fixed, there are \( n^{\text{cycles}(M)} \) ways to choose distinct values for each cycle.

For now we give only one definition of \( p_G \). The definition in terms of matchings is more complicated and is included in Appendix D.
Definition 4.11 (Generic construction from Proposition 1.4).

\[ p_G = \sum_{\sigma : E(G) \to [n]} \prod_{e = \{e_1, \ldots, e_{2k}\} \in E(G)} d_{e_1, \sigma(e)} d_{e_2, \sigma(e)} \cdots d_{e_{2k}, \sigma(e)}. \]

Lemma 4.12 (Automorphism-invariance). \( p_G \in \text{Sym}_V^V \).

Proof. Neither of the two types of \( H_n \) symmetries changes \( p_G \). Coordinate permutation doesn’t change \( p_G \) because \( \sigma \) doesn’t depend on the names of the coordinates. Bitflips don’t change \( p_G \) because every hyperedge is even (so flips cancel out). \( \square \)

Corollary 4.13. \( p_G \) equals the output of the degree-orthogonal Gram-Schmidt process on the \( m_G \).

We can easily compute the inner product of \( p_G \) and \( p_H \) in the Boolean case. The idea is that \( p_G \) and \( p_H \) only contain terms where each vertex appears in each block at most once. When we multiply \( p_G \) and \( p_H \) together, these blocks may merge, giving us blocks where each vertex appears at most twice. If there is a block where a vertex appears only once, this block will have zero expected value, so the only terms which have nonzero expected value are the terms where in each block, each vertex either doesn’t appear or appears twice, once from a \( G \)-edge and once from an \( H \)-edge. We now make this argument more precise.

Definition 4.14. Let \( \mathcal{PM}_{\text{bool}}(G, H) \) be the set of partitions of \( E(G) \cup E(H) \) such that for each vertex and each block, the number of \( G \)-edges containing the vertex equals the number of \( H \)-edges.

We say that a partition \( M \in \mathcal{PM}_{\text{bool}}(G, H) \) is simple if for each block, each vertex appears at most 2 times.

Lemma 4.15.

\[ \mathbb{E}[p_G p_H] = |\Sigma(G, H)| = \sum_{\text{simple } M \in \mathcal{PM}_{\text{bool}}(G, H)} n^{\text{cycles}(M)} \]

where \( \Sigma(G, H) \) is the set of functions \( \sigma : E(G \cup H) \to [n] \) such that

(i) For \( e, f \in E(G) \) such that \( e \cap f \neq \emptyset \), \( \sigma(e) \neq \sigma(f) \).

(ii) For \( e, f \in E(H) \) such that \( e \cap f \neq \emptyset \), \( \sigma(e) \neq \sigma(f) \).

(iii) For all \( u, i \), the size of \( \{u \in e \in E(G \cup H) : \sigma(e) = i\} \) is even. Note that from conditions (i) and (ii) it must be size either 0 or 2.

Proof. The first equality follows from expanding \( p_G, p_H \) and using linearity of expectation. The second equality follows from looking at the partition induced by \( \sigma \). The definition of \( \Sigma(G, H) \) exactly checks that this partition is simple and in \( \mathcal{PM}_{\text{bool}}(G, H) \). \( \square \)

Corollary 4.16. \( n^{\frac{|E(G)|}{2}} \leq \mathbb{E}[p_G^2] \leq (2|E(G)|)^{2|E(G)|} n^{\frac{|E(G)|}{2}} \).
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Proof. Each cycle in $M$ requires at least two edges, and hence the maximum magnitude is bounded by $n |E(G)|$. Furthermore, this can be achieved by matching each edge with its duplicate. The number of partitions of a $k$-element set is at most $k^k$, which proves the upper bound.

The inner product formula implies that all inner products are non-negative, so the Boolean case does not exhibit the “negative inner product” abnormality of the spherical case with the $K_5$ example.

5 Inversion Formula for Approximate Orthogonality

Consider the problem of Fourier inversion: given parameters $\hat{f}(G)$ for different graphs $G$, find an orthogonally invariant function $f : (\mathbb{R}^n)^V \to \mathbb{R}$ such that

$$\langle f, p_G \rangle = \hat{f}(G).$$

If the $p_G$ were completely orthogonal, then the function

$$f = \sum_G \hat{f}(G) \cdot \frac{p_G}{\mathbb{E} p_G^2}$$

is the unique $f$ in the span of $p_G$ for given $G$. In general, let $Q$ be the square matrix indexed by graphs $G$ with entries $Q[G,H] := \langle p_G, p_H \rangle$. Then $f$ is given by

$$f = \sum_G \left( \sum_H Q^{-1}[G,H] \cdot \hat{f}(H) \right) \cdot p_G$$

provided that $Q$ is invertible.

Because of approximate orthogonality, $Q$ is close to a diagonal matrix. Therefore $Q^{-1}$ is also close to a diagonal matrix. Formally we show

Lemma 5.1. Suppose we are in either the Gaussian, spherical, or Boolean setting. Let finitely many nonzero $\hat{f}(G) \in \mathbb{R}$ be given where $G$ is a graph of the appropriate type for the setting, and assume that $|E(G)| = o\left( \frac{\log n}{\log \log n} \right)$ for all given $G$. For sufficiently large $n$, there is a unique $f$ satisfying $\langle f, p_G \rangle = \hat{f}(G)$, and $f$ equals

$$f = \sum_H \left( \hat{f}(H) + o(1) \cdot \max_{G \leftrightarrow H} |\hat{f}(G)| \right) \cdot \frac{p_H}{\mathbb{E} p_H^2}.$$  

Proof. Since the $p_G$ are orthogonal if $G \not\leftrightarrow H$, the matrix $Q$ is block diagonal with blocks defined by $\leftrightarrow$. The bound on the size of given $G$ implies that the dimension of each block is $n^{o(1)}$.  
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The diagonal terms are

\[ \mathbb{E}[p_G^2] = \begin{cases} 
 n|E(G)| + o(1) & \text{Gaussian case (Corollary 2.22)} \\
 n^{-|E(G)|} + o(1) & \text{Spherical case (Corollary 3.18)} \\
 n|E(G)| + o(1) & \text{Boolean case (Corollary 4.16)} 
\end{cases} \]

The off-diagonal terms with \( G \leftrightarrow H \) are bounded by

\[ |\mathbb{E}[p_G p_H]| \leq \begin{cases} 
 \max_{M \in \mathcal{P}M(G,H)} n^{\text{cycles}(M) + o(1)} & \text{Gaussian case (Lemma 2.20)} \\
 n^{-2|E(G)|} \max_{M \in \mathcal{P}M(G,H)} n^{\text{cycles}(M) + o(1)} & \text{Spherical case (Corollary 3.19)} \\
 \max_{\text{simple } M \in \mathcal{P}M_{\text{boot}}(G,H)} n^{\text{cycles}(M) + o(1)} & \text{Boolean case (Lemma 4.15)} 
\end{cases} \]

When \( G \neq H \), we claim that \( \text{cycles}(M) \) must be strictly less than \( |E(G)| \). Any \( M \in \mathcal{P}M(G,H) \) achieving \( |E(G)| \) cycles must pair up edges of \( G \) and \( H \), which shows the contrapositive.

Therefore the off-diagonal terms are smaller by a factor of \( n^{1-o(1)} \) than the diagonal term.

Therefore \( Q \) is invertible (for sufficiently large \( n \)) and

\[ Q^{-1}[G, H] = \begin{cases} 
 \frac{1}{\mathbb{E}[p_G^2]} & G = H \\
 n^{o(1)-1} \cdot \frac{1}{\mathbb{E}[p_G^2]} & G \neq H 
\end{cases} \]

This proves the approximate Fourier inversion. \( \square \)
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A Tables of polynomials

The following table gives $p_G$ for the Gaussian case, $d_u \sim N(0, I_n)$, for all connected graphs with up to 3 edges (up to isomorphism).

<table>
<thead>
<tr>
<th>Degree</th>
<th>$m_G$</th>
<th>Picture of $G$</th>
<th>$p_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$x_1$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$x_{11}$</td>
<td>$x_{11}$ - $n$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$x_{12}$</td>
<td>$x_{12}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$x_{11}^2$</td>
<td>$x_{11}^2 - 2(n + 2)x_{11} + (n + 2)n$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$x_{12}^2$</td>
<td>$x_{12}^2 - x_{11} - x_{22} + n$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$x_{11}x_{12}$</td>
<td>$x_{11}x_{12} - (n + 2)x_{12}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$x_{12}x_{23}$</td>
<td>$x_{12}x_{23} - x_{13}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{11}^3$</td>
<td>$x_{11}^3 - 3(n + 4)x_{11}^2 + 3(n + 4)(n + 2)x_{11} - (n + 4)(n + 2)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}^3 - x_{12}$</td>
<td>$x_{12}^3 - x_{12}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{11}x_{12}^2$</td>
<td>$x_{11}x_{12}^2 - (n + 4)x_{12}^2 - x_{11}x_{22} - x_{11}^2 + (n + 2)x_{22} + 2(n + 2)x_{11} - n(n + 2)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{12}x_{23}$</td>
<td>$x_{12}x_{12}x_{23} - (n + 4)x_{12}x_{23} - x_{11}x_{13} + (n + 2)x_{13}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}^2x_{23}$</td>
<td>$x_{12}^2x_{23} - x_{11}x_{23} - x_{22}x_{23} - 2x_{12}x_{13} + (n + 2)x_{23}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{11}x_{12}x_{23}$</td>
<td>$x_{11}x_{12}x_{23} - (n + 2)x_{12}x_{23} - x_{11}x_{13} + (n + 2)x_{13}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{22}x_{23}$</td>
<td>$x_{12}x_{22}x_{23} - (n + 4)x_{12}x_{23} - x_{11}x_{13} + (n + 2)x_{13}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{23}x_{13}$</td>
<td>$x_{12}x_{23}x_{13} - (x_{12}^2 + x_{13}^2 + x_{23}^2) + x_{11} + x_{22} + x_{33} - n$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{13}x_{14}$</td>
<td>$x_{12}x_{13}x_{14} - (x_{12}x_{13} + x_{13}x_{24} + x_{14}x_{23})$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{23}x_{34}$</td>
<td>$x_{12}x_{23}x_{34} - (x_{12}x_{24} + x_{13}x_{34} + x_{14})$</td>
<td></td>
</tr>
</tbody>
</table>

The following table gives $p_G$ for the spherical case, $d_u \in S^{n-1}$, for all connected, loopless graphs with up to 4 edges (up to isomorphism).
<table>
<thead>
<tr>
<th>Degree</th>
<th>$m_G$</th>
<th>Picture of $G$</th>
<th>$p_G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td><img src="image" alt="Diagram for Degree 0" /></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$x_{12}$</td>
<td><img src="image" alt="Diagram for Degree 1" /></td>
<td>$x_{12}$</td>
</tr>
<tr>
<td>2</td>
<td>$x_{12}^2$</td>
<td><img src="image" alt="Diagram for Degree 2" /></td>
<td>$x_{12}^2 - \frac{1}{n}$</td>
</tr>
<tr>
<td>2</td>
<td>$x_{12}x_{23}$</td>
<td><img src="image" alt="Diagram for Degree 2" /></td>
<td>$x_{12}x_{23} - \frac{1}{n}x_{13}$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}^3$</td>
<td><img src="image" alt="Diagram for Degree 3" /></td>
<td>$x_{12}^3 - \frac{1}{n^2}x_{12}$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}^2x_{23}$</td>
<td><img src="image" alt="Diagram for Degree 3" /></td>
<td>$x_{12}^2x_{23} - \frac{2}{n+2}x_{12}x_{13} - \frac{1}{n^2}x_{23}$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{23}x_{13}$</td>
<td><img src="image" alt="Diagram for Degree 3" /></td>
<td>$x_{12}x_{23}x_{13} - \frac{1}{n}(x_{12}^2x_{13} + x_{12}x_{13}^2 + x_{23}) + \frac{2}{n^2}$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{23}x_{14}$</td>
<td><img src="image" alt="Diagram for Degree 3" /></td>
<td>$x_{12}x_{23}x_{14} - \frac{1}{n+2}(x_{12}x_{23} + x_{13}x_{24} + x_{14}x_{23})$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{12}x_{23}x_{34}$</td>
<td><img src="image" alt="Diagram for Degree 3" /></td>
<td>$x_{12}x_{23}x_{34} - \frac{1}{n}(x_{12}x_{24} + x_{13}x_{34} + \frac{1}{n}x_{14})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}^4$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}^4 - \frac{6}{n+2}x_{12}^2 + \frac{3}{(n+4)(n+2)}x_{13}$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}^2x_{23}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}^2x_{23} - \frac{4}{n+2}(x_{12}x_{23}^2 + x_{12}x_{34}) - \frac{1}{n}x_{13}^2 - \frac{3}{(n+2)^2}x_{23}x_{13} + \left(\frac{2}{n+2} + \frac{3}{n(n+2)}\right)x_{12}$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{13}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{13} - \frac{1}{n}(x_{12}x_{23} + x_{13}x_{34} + x_{23}x_{14} + x_{12}x_{24}x_{14})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{34}x_{14}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{34}x_{14} - \frac{1}{n}(x_{12}x_{23} + x_{13}x_{34} + x_{23}x_{14} + x_{12}x_{24}x_{14})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{13}x_{14}x_{15}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{13}x_{14}x_{15} - \frac{1}{n+4}(x_{12}x_{13}x_{45} + x_{13}x_{14}x_{35} + x_{12}x_{15}x_{34} + x_{13}x_{14}x_{25} + x_{13}x_{15}x_{24} + x_{14}x_{15}x_{23}) + \frac{3}{(n+4)(n+2)}(x_{23}x_{45} + x_{24}x_{35} + x_{25}x_{34})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{34}x_{45}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{34}x_{45} - \frac{1}{n}(x_{12}x_{34}x_{45} + x_{12}x_{24}x_{45} + x_{12}x_{23}x_{45}) + \frac{1}{n^2}(x_{12}x_{34} + x_{12}x_{45} + x_{12}x_{25}) - \frac{1}{n^2}x_{15}$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{34}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{34} - \frac{1}{n}x_{12}^2x_{24} - \frac{2}{n+2}x_{12}x_{13}x_{24} + \frac{1}{n(n+2)}x_{12}x_{14}$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{34}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{34} - \frac{1}{n}(x_{12}x_{23}x_{24} + x_{13}x_{23}x_{34}) - \frac{n}{(n+2)^2}x_{12}x_{34} + \frac{1}{2n+2}(x_{13}x_{24} + x_{13}x_{24})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{34}x_{25}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{34}x_{25} - \frac{1}{n+4}(x_{12}x_{34}x_{35} + x_{13}x_{25}x_{34} + x_{15}x_{23}x_{34}) + \frac{1}{(n+4)(n+2)}(x_{12}x_{45} + x_{14}x_{25} + x_{15}x_{24})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}^2x_{13}x_{14}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}^2x_{13}x_{14} - \frac{1}{n+4}(2x_{12}x_{13}x_{24} + 2x_{12}x_{14}x_{23} + x_{12}x_{24} + x_{13}x_{14}) + \frac{1}{(n+4)(n+2)}(2x_{23}x_{24} + x_{14})$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{12}x_{23}x_{13}x_{14}$</td>
<td><img src="image" alt="Diagram for Degree 4" /></td>
<td>$x_{12}x_{23}x_{13}x_{14} - \frac{1}{n}(x_{12}^2x_{14} + x_{13}x_{14}) - \frac{1}{n+2}x_{14}^2x_{23} - \frac{1}{n+2}(x_{12}x_{23}x_{34} + x_{13}x_{23}x_{34}) + \frac{2}{n(n+2)}x_{14} + \frac{1}{n(n+2)}x_{12}x_{24} + x_{13}x_{14}$</td>
</tr>
</tbody>
</table>

The following table gives $p_G$ for the Boolean case, $d_n \in \{−1, 1\}^n$, for all connected hypergraphs up to degree 6 in $d$ plus a few more cases.
Let $d = \sum_{i=1}^{k} d_i$. Then

$$
\mathbb{E}_{x \sim N(0, I_n)} \left[ \prod_{i=1}^{k} \langle x, d_i \rangle \right] = \sum_{\text{perfect matchings } M} \prod_{(i,j) \in M} \langle d_i, d_j \rangle
$$

**Proof.** Let $d_{ia}$ be the $a$-th coordinate of $d_i$ and observe that

$$
\mathbb{E}_{x \sim N(0, I_n)} \left[ \prod_{i=1}^{k} \langle x, d_i \rangle \right] = \sum_{a_1, \ldots, a_k} \left( \prod_{i=1}^{k} d_{ia} \right) \mathbb{E} \left[ \prod_{i=1}^{k} x_{ia} \right]
$$

$$
= \sum_{a_1, \ldots, a_k} \left( \prod_{i=1}^{k} d_{ia} \right) |\{\text{perfect matchings } M : \forall (i, j) \in M, a_i = a_j\}|
$$

$$
= \sum_{\text{perfect matchings } M} \sum_{a_1, \ldots, a_k : \forall (i, j) \in M, a_i = a_j} \left( \prod_{i=1}^{k} d_{ia} \right)
$$

$$
= \sum_{\text{perfect matchings } M} \prod_{(i,j) \in M} \langle d_i, d_j \rangle \quad \square
$$

**Theorem B.2.** For any even $k$, any fixed $d_1, \ldots, d_k$, and any $p \in \mathbb{Z} \cup \{0\}$,

$$
\mathbb{E}_{x \sim N(0, I_n)} \left[ \langle x, x \rangle^p \prod_{i=1}^{k} \langle x, d_i \rangle \right] = \prod_{j=1}^{p} (n + k + 2j - 2) \sum_{\text{perfect matchings } M} \prod_{(i,j) \in M} \langle d_i, d_j \rangle
$$
Proof. To prove this, we can expand out $\prod_{i=1}^{k} \langle x, d_i \rangle$ in the same way and then use the following lemma to take care of the $\langle x, x \rangle$ factors.

**Lemma B.3.** For any even powers $p_1, \ldots, p_n$,

$$
\mathbb{E}\left[ \left( \sum_{j=1}^{n} x_{j}^{2} \right) \prod_{i=1}^{n} x_{i}^{p_i} \right] = \left( n + \sum_{j=1}^{n} p_j \right) \mathbb{E}\left[ \prod_{i=1}^{n} x_{i}^{p_i} \right]
$$

**Proof.** Observe that for all $j \in [n]$, $\mathbb{E}\left[ x_{j}^{2} \prod_{i=1}^{n} x_{i}^{p_i} \right] = (p_j + 1) \mathbb{E}\left[ \prod_{i=1}^{n} x_{i}^{p_i} \right]$, so

$$
\mathbb{E}\left[ \left( \sum_{j=1}^{n} x_{j}^{2} \right) \prod_{i=1}^{n} x_{i}^{p_i} \right] = \sum_{j=1}^{n} (p_j + 1) \mathbb{E}\left[ \prod_{i=1}^{n} x_{i}^{p_i} \right] = \left( n + \sum_{j=1}^{n} p_j \right) \mathbb{E}\left[ \prod_{i=1}^{n} x_{i}^{p_i} \right]
$$

B.1 Analogue for the spherical case

The spherical Iserlis’ Theorem is as follows.

**Theorem B.4.** For any even $k$ and any fixed $d_1, \ldots, d_k$,

$$
\mathbb{E}\left[ \prod_{i=1}^{k} \langle x, d_i \rangle \right] = \frac{1}{\prod_{i=1}^{k} (n + 2i - 2)} \sum \text{perfect matchings } M (i,j) \in M
$$

**Proof.** To prove this, we use the same argument as we used to prove Iserlis’ Theorem except that the moments of the monomials are different. As we show in Lemma B.10 for all $j \in \mathbb{N}$ and all even $p_1, \ldots, p_j$, letting $p_{total} = \sum_{i=1}^{j} p_i$,

$$
\mathbb{E}\left[ \prod_{i=1}^{j} x_{i}^{p_i} \right] = \frac{\prod_{i=1}^{j} (p_i!!)}{\prod_{i=1}^{p_{total}} (n + 2i - 2)}
$$

Let $d_{ia}$ be the $a$-th coordinate of $d_i$ and observe that

$$
\mathbb{E}\left[ \prod_{i=1}^{k} \langle x, d_i \rangle \right] = \sum_{a_1, \ldots, a_k} \left( \prod_{i=1}^{k} d_{ia_i} \right) \mathbb{E}\left[ \prod_{i=1}^{k} x_{a_i} \right]
$$

$$
= \frac{1}{\prod_{i=1}^{k} (n + 2i - 2)} \sum_{a_1, \ldots, a_k} \left( \prod_{i=1}^{k} d_{ia_i} \right) \left| \text{perfect matchings } M : \forall(i,j) \in M, a_i = a_j \right|
$$

$$
= \frac{1}{\prod_{i=1}^{k} (n + 2i - 2)} \sum \text{perfect matchings } M a_1, \ldots, a_k : \forall(i,j) \in M, a_i = a_j \sum_{i=1}^{k} d_{ia_i}
$$

$$
= \frac{1}{\prod_{i=1}^{k} (n + 2i - 2)} \sum \text{perfect matchings } M (i,j) \in M \prod_{i=1}^{k} \langle d_i, d_j \rangle
$$
In the remainder of this appendix, we compute the moments of the monomials (see Lemma B.10).

### B.1.1 Preliminaries

Before proving Lemma B.10 we need a few preliminaries.

**Definition B.5.** For all even \( n \in \mathbb{N} \cup \{0\} \), the double factorial of \( n \) is \( n!! = \prod_{i=1}^{n/2} (2i - 1) \).

**Lemma B.6.** For all \( a,b \in \mathbb{N} \cup \{0\} \) such that \( a \geq 2 \),
\[
\int_{0}^{\pi/2} \sin(\Theta)^{a}\cos(\Theta)^{b} \, d\Theta = \frac{a - 1}{b + 1} \int_{0}^{\pi/2} \sin(\Theta)^{a-2}\cos(\Theta)^{b+2} \, d\Theta
\]

**Proof.** Observe that
\[
d\left(-\frac{1}{b+1}\sin(\Theta)^{a-1}\cos(\Theta)^{b+1}\right) = \sin(\Theta)^{a}\cos(\Theta)^{b} - \frac{a - 1}{b + 1} \sin(\Theta)^{a-2}\cos(\Theta)^{b+2}
\]
which implies that
\[
\int_{0}^{\pi/2} \sin(\Theta)^{a}\cos(\Theta)^{b} \, d\Theta = \frac{a - 1}{b + 1} \int_{0}^{\pi/2} \sin(\Theta)^{a-2}\cos(\Theta)^{b+2} \, d\Theta
\]

**Lemma B.7.** For all integers \( k \geq 2 \),
\[
\int_{0}^{\pi/2} \cos(\Theta)^{k} \, d\Theta = \frac{k - 1}{k} \int_{0}^{\pi/2} \cos(\Theta)^{k-2} \, d\Theta
\]

**Proof.** Observe that by Lemma B.6
\[
\int_{0}^{\pi/2} \cos(\Theta)^{k} \, d\Theta = \int_{0}^{\pi/2} \cos(\Theta)^{k-2} \, d\Theta - \int_{0}^{\pi/2} \sin(\Theta)^{2}\cos(\Theta)^{k-2} \, d\Theta
\]
\[
= \int_{0}^{\pi/2} \cos(\Theta)^{k-2} \, d\Theta - \frac{1}{k - 1} \int_{0}^{\pi/2} \cos(\Theta)^{k} \, d\Theta
\]
which implies that
\[
\int_{0}^{\pi/2} \cos(\Theta)^{k} \, d\Theta = \frac{k - 1}{k} \int_{0}^{\pi/2} \cos(\Theta)^{k-2} \, d\Theta
\]

**Corollary B.8.** For all \( a,b \in \mathbb{N} \cup \{0\} \) such that \( a \geq 2 \),
\[
\int_{0}^{\pi/2} \sin(\Theta)^{a}\cos(\Theta)^{b} \, d\Theta = \frac{a!!}{\prod_{i=1}^{a/2} (b + 2i)} \int_{0}^{\pi/2} \cos(\Theta)^{b} \, d\Theta
\]
Proof. Observe that by Lemma B.6 and Lemma B.7

\[
\int_0^{\frac{\pi}{2}} \sin(\Theta)^a \cos(\Theta)^b d\Theta = \prod_{i=1}^{\frac{k}{2}} \frac{a - 2i + 1}{b + 2i - 1} \int_0^{\frac{\pi}{2}} \cos(\Theta)^{a+b} d\Theta
\]

\[
= \left( \prod_{i=1}^{\frac{k}{2}} \frac{(2i - 1)}{b + a - 2i + 1} \right) \left( \prod_{i=1}^{\frac{k}{2}} \frac{a + b - 2i + 1}{a + b - 2i + 2} \right) \int_0^{\frac{\pi}{2}} \cos(\Theta)^b d\Theta
\]

\[
= \frac{a!!}{\prod_{i=1}^{\frac{k}{2}} (b + 2i)} \int_0^{\frac{\pi}{2}} \cos(\Theta)^b d\Theta
\]

B.1.2 Computing the Moments of Monomials

We can now compute the moments of the monomials. As a warm-up, we start with \( x_1^k \).

Lemma B.9. For all even \( k \),

\[ E_{x \in R^{n-1}}[x_1^k] = \frac{k!!}{\prod_{i=1}^{\frac{k}{2}} (n + 2i - 2)} \]

Proof. Observe that if we let \( A(n-1) \) be the surface area of the unit sphere in \( R^n \) then

\[ \int_{x \in S^{n-1}} x_1^k dx = \int_{x_1 = -1}^{1} x_1^k \frac{1}{\sqrt{1 - x_1^2}} \left( \sqrt{1 - x_1^2} \right)^{n-2} A(n-2) dx_1 \]

where the \( \frac{1}{\sqrt{1 - x_1^2}} \) factor comes from the term from the slope of the curve \( y = \sqrt{1 - x_1^2} \).

\[
\left[ 1 + \left( \frac{d(\sqrt{1 - x_1^2})}{dx_1} \right)^2 \right]^{\frac{1}{2}} = \sqrt{1 + \frac{x_1^2}{1 - x_1^2}} = \sqrt{\frac{1}{1 - x_1^2}}
\]

Plugging in \( x_1 = \sin(\Theta) \),

\[ \int_{x \in S^{n-1}} x_1^k dx = 2A(n-2) \int_{\Theta = 0}^{\frac{\pi}{2}} \sin(\Theta)^k \cos(\Theta)^{n-2} d\Theta \]

Following similar logic,

\[ A(n-1) = \int_{x \in S^{n-1}} 1 dx = 2A(n-2) \int_{\Theta = 0}^{\frac{\pi}{2}} \cos(\Theta)^{n-2} d\Theta \]

This implies that

\[ E_{x \in S^{n-1}}[x_1^k] = \frac{\int_{x \in S^{n-1}} x_1^k dx}{A(n-1)} = \frac{\int_0^{\frac{\pi}{2}} \sin(\Theta)^k \cos(\Theta)^{n-2} d\Theta}{\int_0^{\frac{\pi}{2}} \cos(\Theta)^{n-2} d\Theta} \]
Lemma B.10. For all \( j \in \mathbb{N} \) and all even \( p_1, \ldots, p_j \), letting \( p_{\text{total}} = \sum_{i=1}^{j} p_i \),

\[
\mathbb{E}_{x \sim S^{n-1}} \left[ \prod_{i=1}^{j} x_i^{p_i} \right] = \frac{\prod_{i=1}^{j} p_i^{!!}}{\prod_{i=1}^{p_{\text{total}}} (n + 2i - 2)}
\]

Proof. Let \( A(n - 1) \) be the surface area of the unit sphere in \( \mathbb{R}^n \), let \( r_i = \sqrt{1 - \sum_{i'=1}^{i-1} x_{i'}^2} \), and observe that

\[
\int_{x \in S^{n-1}} \left( \prod_{i=1}^{j} x_i^{p_i} \right) \, dx = \int_{x_1=-1}^{1} \int_{x_2=-r_2}^{r_2} \cdots \int_{x_j=-r_j}^{r_j} \left( \prod_{i=1}^{j} \frac{x_i^{p_i} r_i^{p_i}}{\sqrt{r_i^2 - x_i^2}} \right) r_j^{n-j-1} \, dx_1 \cdots dx_j
\]

where the \( \frac{r_i}{\sqrt{r_i^2 - x_i^2}} \) term comes from the slope of the curve \( y = \sqrt{r_i^2 - x_i^2} \). Setting \( x_i = r_i \sin(\Theta_i) \) and observing that for all \( i \in [j] \), \( r_{i+1} = r_i \cos(\Theta_i) \), we have that

\[
\int_{x \in S^{n-1}} \left( \prod_{i=1}^{j} x_i^{p_i} \right) \, dx = \int_{\Theta_1=-\pi/2}^{\pi/2} \cdots \int_{\Theta_j=-\pi/2}^{\pi/2} \left( \prod_{i=1}^{j} \sin(\Theta_i)^{p_i} \cos(\Theta_i)^{n-i-1} \left( \sum_{i'=i+1}^{j} p_i' \right) \right) \, d\Theta_1 \cdots d\Theta_j
\]

Applying Corollary B.8 and Lemma B.7

\[
\int_{\Theta_i=-\pi/2}^{\pi/2} \sin(\Theta_i)^{p_i} \cos(\Theta_i)^{n-i-1} \left( \sum_{i'=i+1}^{j} p_i' \right) \, d\Theta_i
\]

\[
= \frac{p_i^{!!}}{\prod_{k=1}^{p_i} \left( n - i - 1 + 2k \right)} \left( \prod_{k=1}^{\sum_{i'=i+1}^{j} p_i'} \frac{n - i + 2k - 2}{n - i + 2k - 1} \right) \int_{\Theta_i=-\pi/2}^{\pi/2} \cos(\Theta_i)^{n-i-1} \, d\Theta_i
\]

\[
= \frac{p_i^{!!} \prod_{k=1}^{\sum_{i'=i+1}^{j} p_i'} \left( n - i - 1 + 2k \right)}{\prod_{k=1}^{\sum_{i'=i+1}^{j} p_i'} \left( n - i - 1 + 2k \right)} \int_{\Theta_i=-\pi/2}^{\pi/2} \cos(\Theta_i)^{n-i-1} \, d\Theta_i
\]

Putting these terms together,

\[
\frac{\int_{x \in S^{n-1}} \left( \prod_{i=1}^{j} x_i^{p_i} \right) \, dx}{\int_{x \in S^{n-1}} 1 \, dx} = \frac{\prod_{i=1}^{j} p_i^{!!}}{\prod_{k=1}^{p_{\text{total}}} (n + 2k - 2)}
\]

as needed. \( \square \)

C Inner product of \( K_5 \) in the spherical case

Decompose the edges of \( K_5 \) into

\[
G = \{1, 2\}, \{2, 3\}, \{3, 4\}, \{4, 5\}, \{1, 5\}, \quad H = \{1, 3\}, \{1, 4\}, \{2, 4\}, \{2, 5\}, \{3, 5\}.
\]
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as in Fig. 2 We compute that in the spherical setting,

\[ \mathbb{E}[p_{G^2_H}] = \frac{-8(n-1)(n-2)(n-4)}{n^8(n+2)^4}. \]

One way to compute \( \mathbb{E}[p_{G^2_H}] \) is to iteratively apply the following procedure as in Example 3.25:

1. Consider a vertex \( v \) and partition the collections of matchings \( M \) into cases based on the paths between the edges incident to \( v \) and other edges incident to \( v \) or edges incident to a previously considered vertex.

2. For each case, find the factor given by summing over all of the matchings at \( v \). For this, we assign a factor of \( n \) to every cycle which contains \( v \) and no previously considered vertex, a factor of \(-2/n\) if the matching at \( v \) is \( G-G \), and a normalization factor of \( \frac{1}{n(n+2)} \).

We first consider vertex 5. Let \( a \) be the edge \{5, 1\}, let \( b \) be the edge \{5, 2\}, let \( c \) be the edge \{5, 3\}, and let \( d \) be the edge \{5, 4\}. We now have the following cases

1. There is a path from \( a \) to \( b \) and a path from \( c \) to \( d \). In this case, vertex 5 gives a factor of

\[ \frac{n^2}{n(n+2)} + \frac{n}{n(n+2)} - \frac{2n}{n^2(n+2)} = \frac{n^2 + n - 2}{n(n+2)} = \frac{n-1}{n} \]

2. There is a path from \( a \) to \( c \) and a path from \( b \) to \( d \). This case is the same as the previous case except that \( b \) and \( c \) are swapped, so vertex 5 will also give a factor of \( \frac{n-1}{n} \) in this case.

3. There is a path from \( a \) to \( d \) and a path from \( b \) to \( c \). In this case, by Lemma 3.23, everything cancels at vertex 5.

Thus, it is sufficient to consider the first case and multiply the answer we obtain by \( 2 \frac{n-1}{n} \).

We now consider vertex 2. Let \( a' \) be the edge \{2, 1\}, let \( b' = b \) be the edge \{2, 5\}, let \( c' \) be the edge \{2, 4\}, and let \( d' \) be the edge \{2, 3\}.

We will always have that \( b' = b \). We have the following cases for how \( a', c', \) and \( d' \) are connected to each other and/or \( a, c, \) and \( d \).

1. If there is a path from \( a \) to \( a' \), there is a path from \( c \) to \( d \), and there is a path from \( c' \) to \( d' \) then vertex 2 gives a factor of

\[ \frac{n}{n(n+2)} + \frac{1}{n(n+2)} - \frac{2}{n^2(n+2)} = \frac{n^2 + n - 2}{n^2(n+2)} = \frac{n-1}{n^2}. \]

There are two ways for this to happen. The path from \( a \) to \( a' \) must always consist of the edges \{5, 1\} and \{1, 2\}. If the path from \( c \) to \( d \) is \{5, 3\}, \{3, 4\}, \{4, 5\} then the path from \( c' \) to \( d' \) is \{2, 4\}, \{4, 1\}, \{1, 3\}, \{3, 2\}. If the path from \( c \) to \( d \) is \{5, 3\}, \{3, 1\}, \{1, 4\}, \{4, 5\} then the path from \( c' \) to \( d' \) is \{2, 4\}, \{4, 3\}, \{3, 2\}. In either case, the vertices 1, 3, and 4 give a factor of \( \frac{4n}{n^4(n+2)^3} \). Thus, the total contribution from these cases is

\[ \frac{8(n-1)(n+2)}{n^8(n+2)^3} = \frac{8(n-1)(n+2)}{n^4(n+2)^3}. \]
2. If there is a path from $a$ to $c'$, there is a path from $c$ to $d$, and there is a path from $a'$ to $d'$ then by Lemma 3.23, everything cancels at vertex 2.

3. If there is a path from $a$ to $d'$, there is a path from $c$ to $d$, and there is a path from $a'$ to $c'$ then vertex 2 gives a factor of $\frac{n-1}{n^2}$.

There is only one way for this to happen. The path from $c$ to $d$ must consist of the edges $\{5,3\}, \{3,4\}, \{4,5\}$. The path from $a$ to $d'$ must consist of the edges $\{5,1\}, \{1,3\}, \{3,2\}$. The path from $a'$ to $c'$ must consist of the edges $\{2,1\}, \{1,4\}, \{4,2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{n^2}{(n^2(n+2))^3}$. Thus, the total contribution from this case is $-\frac{2n(n-1)}{n^4(n+2)} = -\frac{2n(n-1)(n+2)}{n^4(n+2)^4}$.

4. If there is a path from $a$ to $a'$, a path from $c$ to $c'$, and a path from $d$ to $d'$, vertex 2 gives a factor of $\frac{1}{n(n+2)}$.

There are two ways for this to happen. The path from $a$ to $a'$ must always consist of the edges $\{5,1\}$ and $\{1,2\}$. If the path from $c$ to $c'$ is $\{5,3\}, \{3,4\}, \{4,2\}$ then the path from $d$ to $d'$ is $\{5,4\}, \{4,1\}, \{1,3\}, \{3,2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{-2n^2}{(n^2(n+2))^3}$. If the path from $c$ to $c'$ is $\{5,3\}, \{3,1\}, \{1,4\}, \{4,2\}$ then the path from $d$ to $d'$ is $\{5,4\}, \{4,3\}, \{3,2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{-8}{(n^2(n+2))^3}$.

Thus, the total contribution from these cases is $-\frac{2n^2-8}{n^4(n+2)^4}$.

5. If there is a path from $a$ to $a'$, a path from $c$ to $d'$, and a path from $d$ to $c'$, vertex 2 gives a factor of $\frac{1}{n(n+2)}$.

There are 7 ways for this to happen depending on which path (if any) the cycle $\{1,3\}, \{3,4\}, \{4,1\}$ is incorporated into.

If the path from $c$ to $d'$ consists of the edges $\{5,3\}, \{3,2\}$, the path from $d$ to $c'$ consists of the edges $\{5,4\}, \{4,2\}$, and the path from $a$ to $a'$ consists of the edges $\{5,1\}, \{1,3\}, \{3,4\}, \{4,1\}, \{1,2\}$ or $\{5,1\}, \{1,3\}, \{3,4\}, \{4,1\}, \{1,2\}$ then the vertices 1, 3, and 4 give a factor of $\frac{n^3}{(n^2(n+2))^4}$.

If the path from $a$ to $a'$ consists of the edges $\{5,1\}, \{1,2\}$ and the path from $d$ to $c'$ consists of the edges $\{5,4\}, \{4,2\}$, there are two choices for how the cycle is incorporated into the path from $c$ to $d'$. If the path from $c$ to $d'$ consists of the edges $\{5,3\}, \{3,1\}, \{1,4\}, \{4,3\}, \{3,2\}$ then the vertices 1, 3, and 4 give a factor of $\frac{4n}{(n^2(n+2))^4}$. If the path from $d$ to $c'$ consists of the edges $\{5,3\}, \{3,4\}, \{4,1\}, \{1,3\}, \{3,2\}$ then the vertices 1, 3, and 4 give a factor of $\frac{2n^2}{(n^2(n+2))^3}$.

If the path from $a$ to $a'$ consists of the edges $\{5,1\}, \{1,2\}$ and the path from $c$ to $d'$ consists of the edges $\{5,3\}, \{3,2\}$, there are two choices for how the cycle is incorporated into the path from $d$ to $c'$. If the path from $d$ to $c'$ consists of the edges $\{5,4\}, \{4,1\}, \{1,3\}, \{3,4\}, \{4,2\}$ then the vertices 1, 3, and 4 give a factor of $\frac{4n}{(n^2(n+2))^4}$. If the path from $d$ to $c'$ consists of the edges $\{5,4\}, \{4,3\}, \{3,1\}, \{1,4\}, \{4,2\}$ then the vertices 1, 3, and 4 give a factor of $\frac{2n^2}{(n^2(n+2))^3}$.
If the path from $a$ to $a'$ consists of the edges $\{5, 1\}, \{1, 2\}$, the path from $c$ to $d'$ consists of the edges $\{5, 3\}, \{3, 2\}$, the path from $d$ to $c'$ consists of the edges $\{5, 4\}, \{4, 2\}$ and we have an additional cycle $\{1, 3\}, \{3, 4\}, \{4, 1\}$ then the vertices 1, 3, and 4 give a factor of $\frac{-2n^3}{(n^2(n+2))^3}$. Note that this cancels with the two terms where the cycle is incorporated into the path from $a$ to $a'$.

Thus, the total contribution from these terms is

$$\frac{2n^3 + 2(-2n^2 + 4n) - 2n^3}{n^7(n + 2)^4} = \frac{-4n^2 + 8n}{n^7(n + 2)^4}$$

6. If there is a path from $a$ to $c'$, a path from $c$ to $d'$, and a path from $d$ to $d'$, vertex 2 gives a factor of $\frac{-2}{n^2(n+2)}$.

There is only one way for this to happen. The path from $a$ to $c'$ must consist of the edges $\{5, 1\}, \{1, 4\}, \{4, 2\}$. The path from $c$ to $a'$ must consist of the edges $\{5, 3\}, \{3, 1\}, \{1, 2\}$. The path from $d$ to $d'$ must consist of the edges $\{5, 4\}, \{4, 3\}, \{3, 2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{4n}{(n^2(n+2))^3}$.

Thus, the total contribution from this case is $\frac{-8}{n^7(n+2)^3}$.

7. If there is a path from $a$ to $c'$, a path from $c$ to $d'$, and a path from $d$ to $a'$, vertex 2 gives a factor of $\frac{-2}{n^2(n+2)}$.

There are two ways for this to happen. The path from $c$ to $d'$ must always consist of the edges $\{5, 3\}$ and $\{3, 2\}$. If the path from $a$ to $c'$ is $\{5, 1\}, \{1, 4\}, \{4, 2\}$ then the path from $d$ to $a'$ is $\{5, 4\}, \{4, 3\}, \{3, 1\}, \{1, 2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{-4n}{(n^2(n+2))^3}$. If the path from $a$ to $c'$ is $\{5, 1\}, \{1, 3\}, \{3, 4\}, \{4, 2\}$ then the path from $d$ to $d'$ is $\{5, 4\}, \{4, 3\}, \{3, 2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{8n^2}{(n^2(n+2))^3}$.

Thus, the total contribution from these cases is $\frac{-2n^2 + 4n}{n^7(n+2)^3}$.

8. If there is a path from $a$ to $d'$, a path from $c$ to $a'$, and a path from $d$ to $c'$, vertex 2 gives a factor of $\frac{1}{n(n+2)}$.

There are two ways for this to happen. The path from $d$ to $c'$ must always consist of the edges $\{5, 4\}$ and $\{4, 2\}$. If the path from $a$ to $d'$ is $\{5, 1\}, \{1, 3\}, \{3, 2\}$ then the path from $c$ to $a'$ is $\{5, 3\}, \{3, 4\}, \{4, 1\}, \{1, 2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{n^3}{(n^2(n+2))^3}$. If the path from $a$ to $d'$ is $\{5, 1\}, \{1, 4\}, \{4, 3\}, \{3, 2\}$ then the path from $c$ to $a'$ is $\{5, 3\}, \{3, 1\}, \{1, 2\}$. In this case, the vertices 1, 3, and 4 give a factor of $\frac{n^3 - 2n^2}{(n^2(n+2))^3}$.

Thus, the total contribution from these cases is $\frac{n^3 - 2n^2}{n^7(n+2)^3}$.

9. If there is a path from $a$ to $d'$, a path from $c$ to $c'$, and a path from $d$ to $a'$, vertex 2 gives a factor of $\frac{1}{n(n+2)}$.

There is only one way for this to happen. The path from $c$ to $c'$ must consist of the edges $\{5, 3\}, \{3, 4\}, \{4, 2\}$. The path from $a$ to $d'$ must consist of the edges
\{5, 1\}, \{1, 3\}, \{3, 2\}. The path from \(d\) to \(a'\) must consist of the edges \{5, 4\}, \{4, 1\}, \{1, 2\}. In this case, the vertices 1, 3, and 4 give a factor of \(\frac{n^3}{(n^2(n+2))^3}\).

Thus, the total contribution from this case is \(\frac{n^3}{n^7(n+2)^4}\).

Adding everything together, we obtain
\[
8(n-1)(n+2) - 2n(n-1)(n+2) + (-2n^2 - 8) + (-4n^2 + 8n) + (-8) + (-2n^2 + 4n)
\]
\[
\frac{1}{n^7(n+2)^4}
\]
\[
+ \frac{(n^3 - 2n^2) + n^3}{n^7(n+2)^4}
\]
\[
= -4n^2 + 24n - 32
\]
\[
= -4(n-2)(n-4)
\]
\[
\frac{1}{n^7(n+2)^4}
\]

Multiplying this by \(2n^{-1}\), our final answer is \(-\frac{8(n-1)(n-2)(n-4)}{n^8(n+2)^4}\).

\section{Formulas using the partition poset}

Since \(p_G\) is automorphism-invariant, it can be expressed in terms of the \(m_G\) basis. However, the coefficients on the \(m_G\) are not that easy to work with.

\textbf{Definition D.1} (Routing definition).
\[
p_G = \sum_{M \in \Lambda^c_G} \mu(\emptyset, M)n^{\text{cycles}(M)}m_{\text{route}(M)}
\]

where \(\mu\) is the Möbius function of the poset \(\Lambda^c_G\) (to be defined in \textbf{Definition D.6}).

These coefficients can be computed by an inclusion-exclusion recurrence (which is in truth computing the Möbius function of a poset based on \(G\), see \textbf{Sta12}, Chapter 3 for an overview of poset combinatorics).

\textbf{Example D.2}. Let \(G\) have four parallel edges \(\{s, t\}\). Using \textbf{Definition 4.11}
\[
p_G = \sum_{\text{injective } \sigma: [4] \to [n]} d_{s,\sigma(1)}d_{t,\sigma(1)}d_{s,\sigma(2)}d_{t,\sigma(2)}d_{s,\sigma(3)}d_{t,\sigma(3)}d_{s,\sigma(4)}d_{t,\sigma(4)}.
\]

The leading monomial is \(\langle d_s, d_t \rangle^4\). Subtract off terms where two edges are given the same label,
\[
\binom{4}{2} n \langle d_s, d_t \rangle.
\]

This puts a coefficient of \(-2\) on terms with three equal labels and one unequal label. Add them back,
\[
\binom{4}{1} 2 \langle d_s, d_t \rangle^2.
\]
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The coefficient of terms with two pairs of two equal labels is \(-1\). Add them back,

\[3 \cdot n^2.\]

Finally, the coefficient of the all-equal label is now 6. Subtract out

\[6n.\]

In total,

\[
p_G = \langle d_s, d_t \rangle^4 - \binom{4}{2} n \langle d_s, d_t \rangle^2 + \binom{4}{1} 2 \langle d_s, d_t \rangle^2 + 3n^2 - 6n.
\]

**Definition D.3.** Let \(\Lambda_G\) be the partition poset of \(E(G)\): the elements are partitions of \(E(G)\), and \(M_1 \preceq M_2\) if \(M_1\) refines \(M_2\).

\(\Lambda_G\) has a unique minimal element (the partition into singletons, to be denoted by \(\emptyset\)) and a unique maximal element (the partition with one block). The example above corresponds to the standard partition poset of \(\{1, 2, 3, 4\}\) [Sta12, Example 3.10.4].

Observe that the poset refinement relation exactly captures how several coefficients on \(m_G\) can contribute to the same coefficient on \(d\). Stated formally, for \(\sigma : E(G) \to [n]\) let \(M(\sigma)\) denote the partition of \(E(G)\) induced by \(\sigma\). Then

**Fact D.4.** Given \(\lambda : \Lambda_G \to \mathbb{R}\),

\[
\sum_{M \in \Lambda_G} \lambda(M) n_{\text{cycles}(M)} m_{\text{route}(M)} = \sum_{\sigma : E(G) \to [n]} \left( \sum_{M' \preceq M(\sigma)} \lambda(M') \right) \prod_{e = \{e_1, \ldots, e_{2k}\} \in E(G)} d_{e_1, \sigma(e)} \cdots d_{e_{2k}, \sigma(e)}.
\]

Inverting the coefficients can be done by Möbius inversion.

**Lemma D.5.** Let \(\kappa \subseteq \Lambda_G\) be downward-closed. Let \(\pi = \{\emptyset\} \cup (\Lambda_G \setminus \kappa)\). Then

\[
\sum_{\sigma : E(G) \to [n]} \prod_{s.t. M(\sigma) \in \kappa} \prod_{e = \{e_1, \ldots, e_{2k}\} \in E(G)} d_{e_1, \sigma(e)} \cdots d_{e_{2k}, \sigma(e)} = \sum_{M \in \pi} \mu(\emptyset, M) n_{\text{cycles}(M)} m_{\text{route}(M)}
\]

where \(\mu\) is the Möbius function of \(\pi\).

**Definition D.6.** Let \(\Lambda^c_G\) be the set of partitions of \(E(G)\) such that either the partition is \(\emptyset\) or there is a block and a vertex such that there are at least 2 edges of the block containing the vertex.

\(\Lambda^c_G = \pi\) where \(\kappa\) is the (downward-closed) defining set of partitions for \(p_G\) in [Definition 4.11]. In summary from Lemma D.5 we have,

**Lemma D.7.** [Definition D.7] is equivalent to [Definition 4.11].

There is also a “Boolean Isserlis theorem”. The Boolean Isserlis theorem allows us to compute for fixed \(d_{ij} \in \mathbb{R}^n\) and \(v \in \mathbb{R}\{1, +1\}^n\),

\[
\mathbb{E}_{v \in \mathbb{R}\{1, +1\}^n} \langle v, d_{1,1, \ldots, d_{1,\xi_1}} \rangle \langle v, d_{2,1, \ldots, d_{2,\xi_2}} \rangle \cdots \langle v, d_{k,1, \ldots, d_{k,\xi_k}} \rangle.
\]
Combining together the $d_{ij}$ component-wise, it suffices to compute
\[ \mathbb{E}_{v \in \mathbb{R} \{-1,+1\}^n} [\langle v, d_1 \rangle \langle v, d_2 \rangle \cdots \langle v, d_k \rangle]. \]

Let $\Lambda_{2k}$ be the partition poset for $2k$ elements and $\Lambda_{2k}^e$ the subset where each block has even size.

**Lemma D.8 (Boolean Isserlis theorem).** For fixed $d_i \in \mathbb{R}^n$ and $v \in \mathbb{R} \{-1,+1\}^n$,
\[ \mathbb{E}_{v \in \mathbb{R} \{-1,+1\}^n} [\langle v, d_1 \rangle \langle v, d_2 \rangle \cdots \langle v, d_{2k} \rangle] = \sum_{\sigma : [2k] \rightarrow [n]} d_{1,\sigma(1)} \cdots d_{2k,\sigma(2k)} \]
\[ = \sum_{M \in \Lambda_{2k}^e} \lambda(M) \prod_{\{e_1, \ldots, e_\ell\} \in M} \langle d_{e_1}, \ldots, d_{e_\ell} \rangle \]
where $\lambda : \Lambda_{2k}^e \rightarrow \mathbb{R}$ is defined by the recursion
\[ \lambda(\text{perfect matching}) = 1, \]
\[ \sum_{M' \preceq M} \lambda(M') = 1. \]

**Proof.** The first equality is by expanding and applying linearity of expectation. The second equality sums $\lambda(M)$ in a way such that each coefficient on the relevant $d$ is 1 or 0. The function $\lambda : \Lambda_{2k} \rightarrow \mathbb{R}$ needs to satisfy
\[ \forall M \in \Lambda_{2k}^e, \sum_{M' \preceq M} \lambda(M') = 1, \quad \forall M \in \Lambda_{2k} \setminus \Lambda_{2k}^e, \sum_{M' \preceq M} \lambda(M') = 0. \]

There is a unique function, given by Möbius inversion on $\Lambda_{2k}$,
\[ \lambda(M) = \begin{cases} \sum_{M' \preceq M : M' \in \Lambda_{2k}^e} \mu(M', M) & M \in \Lambda_{2k}^e \\ 0 & M \not\in \Lambda_{2k}^e \end{cases} \]
where $\mu(M', M)$ is the Möbius function for $\Lambda_{2k}$ given in [Sta12, Example 3.10.4]. Equivalently, $\lambda(M)$ must equal the recursion given in the lemma statement. \hfill \Box
Examples:

\[ E[\langle v, d_1 \rangle \langle v, d_2 \rangle] = \langle d_1, d_2 \rangle \]
\[ E[\langle v, d_1 \rangle \langle v, d_2 \rangle \langle v, d_3 \rangle \langle v, d_4 \rangle] = \langle d_1, d_2 \rangle \langle d_3, d_4 \rangle + \langle d_1, d_3 \rangle \langle d_2, d_4 \rangle + \langle d_1, d_4 \rangle \langle d_2, d_3 \rangle \]
\[ - 2\langle d_1, d_2, d_3, d_4 \rangle \]
\[ E[\prod_{i=1}^{6} \langle v, d_i \rangle] = \langle d_1, d_2 \rangle \langle d_3, d_4 \rangle \langle d_5, d_6 \rangle + 15 \text{ terms of type } (2,2,2) \]
\[ - 2 \langle d_1, d_2 \rangle \langle d_3, d_4, d_5, d_6 \rangle + \binom{6}{2} \text{ terms of type } (2,4) \]
\[ + 16 \langle d_1, d_2, d_3, d_4, d_5, d_6 \rangle \]
\[ E[\prod_{i=1}^{8} \langle v, d_i \rangle] = \langle d_1, d_2 \rangle \langle d_3, d_4 \rangle \langle d_5, d_6 \rangle \langle d_7, d_8 \rangle + 105 \text{ terms of type } (2,2,2,2) \]
\[ - 2 \langle d_1, d_2 \rangle \langle d_3, d_4 \rangle \langle d_5, d_6, d_7, d_8 \rangle + 3 \binom{8}{4} \text{ terms of type } (2,2,4) \]
\[ + 16 \langle d_1, d_2 \rangle \langle d_3, d_4, d_5, d_6, d_7, d_8 \rangle + \binom{8}{2} \text{ terms of type } (2,6) \]
\[ + 4 \langle d_1, d_2, d_3, d_4 \rangle \langle d_5, d_6, d_7, d_8 \rangle + \frac{1}{2} \binom{8}{4} \text{ terms of type } (4,4) \]
\[ + 8 \langle d_1, d_2, d_3, d_4, d_5, d_6, d_7, d_8 \rangle \]