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ABSTRACT

We develop new tools in the theory of nonlinear random matrices and apply them to study the performance of the Sum of Squares (SoS) hierarchy on average-case problems.

The SoS hierarchy is a powerful optimization technique that has achieved tremendous success for various problems in combinatorial optimization, robust statistics and machine learning. It’s a family of convex relaxations that lets us smoothly trade off running time for approximation guarantees. In recent works, it’s been shown to be extremely useful for recovering structure in high dimensional noisy data. It also remains our best approach towards refuting the notorious Unique Games Conjecture.

In this work, we analyze the performance of the SoS hierarchy on fundamental problems stemming from statistics, theoretical computer science and statistical physics. In particular, we show subexponential-time SoS lower bounds for the problems of the Sherrington-Kirkpatrick Hamiltonian, Planted Slightly Denser Subgraph, Tensor Principal Components Analysis and Sparse Principal Components Analysis. These SoS lower bounds involve analyzing large random matrices, wherein lie our main contributions. These results offer strong evidence for the truth of and insight into the low-degree likelihood ratio hypothesis, an important conjecture that predicts the power of bounded-time algorithms for hypothesis testing.

We also develop general-purpose tools for analyzing the behavior of random matrices which are functions of independent random variables. Towards this, we build on and generalize the matrix variant of the Efron-Stein inequalities. In particular, our general theorem on matrix concentration recovers various results that have appeared in the literature. We expect these random matrix theory ideas to have other significant applications.
CHAPTER 1
INTRODUCTION

Algorithm design, mathematical optimization and computational complexity are close-knit fields of computer science that have largely developed in parallel in the beginning. In recent decades, there has been an explosion of research in these fields that often borrowed ideas from the other ones, and there is no longer a discernible wall separating them. Indeed, these fields of computer science can now be construed as trying to achieve the same goal — Which problems are easy and which are hard?

Early researchers have mainly focused on search problems. Given an input, the objective is to search for a desired hidden structure. Often, this can be equivalently restated as the problem of optimizing an appropriate objective function under various constraints.

For example, consider the Maximum Cut problem, where the input is a graph and the goal is to partition the set of vertices into two subsets that maximizes the number of edges with endpoints in different parts. If we take for instance the graph (a) in Fig. 1.1, two possible partitions are shown in (b) and (c) where blue colored vertices form a part and red colored vertices form a part. Then, the partition in (b) cuts 3 edges and the partition in (c) cuts 5 edges, namely the edges intersecting the green line. It’s easy to see via a simple parity argument that we cannot do better than 5 edges.
In the search problem formulation, we would like our search algorithm to output a partition that cuts the maximum possible number of edges. In the optimization problem formulation, we would like our optimization algorithm to output the maximum value correctly.

Another formulation of computational problems are decision problems. Given an input, the objective is to decide whether there exists a hidden structure or if the objective value satisfies some properties, with the restriction that the algorithm can only return a boolean output — for example, true or false; or yes or no. In the above example of maximum cut, the decision problem perspective could be to ask if the maximum cut in the given graph contains at least 0.6 (say) fraction of the total number of edges.

These types of problems are all intimately related and in many cases, essentially boil down to the search for algorithms. For practicality, we require various properties like efficiency, accuracy, etc. This has led to the development of a rich theory of computability, complexity theory and optimization. In this dissertation, we will also consider the viewpoints of related types of problems, namely certification problems and hypothesis testing. As we will see, these other formulations are related to the former and to each other but it's not clear how deep the connections go, and trying to understand this is an important pursuit in theoretical computer science. That said, underlying all these formulations is the goal of searching for efficient algorithms to detect and extract structure from data, or arguing that no such algorithms exist unless we’re willing to compromise on other things like efficiency or accuracy.

### 1.1 Certification problems

As opposed to search or decision problems, certification problems, given an input, ask for a bound on the objective value that holds with probability 1, along with a certificate of the output bound. The quality of the algorithm is usually measured in terms of how close the bound gets to the true optimum.

In the running example of maximum cut, given a graph, the task could be to output a
value that’s always an upper bound on the size of the maximum cut. A simple algorithm could be to simply return the total number of edges in the graph. Indeed, this is a valid certification algorithm but we could ask if one could do better.

This is fundamentally a different approach to algorithm design. Consider the scenario when we are maximizing some objective function and so we desire an upper bound on the optimal value. Then, designing a certification algorithm can be construed as attacking a problem from above as opposed to from below, the latter of which is the more standard notion of algorithm design.

The notion of linear programming relaxations already provide such certification algorithms. Given a problem that can be formulated as an integer program (as many can be), a natural way to obtain a certification solution is to widen the search space from integral variables to real variables, adding other appropriate constraints as necessary. This is known as relaxing the program. This enables a faster algorithm to attempt to compute the solution, but comes at a loss of only obtaining an approximate solution. More importantly, the objective value obtained by the return solution is a definite bound on the optimal solution, no matter the input. This is what a certification algorithm desires. Measuring the quality of the returned output often depends on the type of relaxation considered and problem specific structure.

In many cases, it’s possible to obtain an approximation algorithm to a problem by looking at a relaxation of the program, obtaining a non-integral solution and rounding it to a valid solution. For the maximum cut problem, this was done by Goemans and Williamson in their seminal work [83] where they used a semidefinite programming relaxation, which is more powerful than linear programming relaxations.

In this dissertation, we will focus on a specific class of such certification algorithms, namely the Sum of Squares (SoS) hierarchy, sometimes referred to as the Lasserre hierarchy. The SoS hierarchy is a series of convex relaxations to a given program. By virtue of being a
relaxation, they can be used for certification. Due to it’s tremendous success for various fundamental optimization problems such as maximum cut, constraint satisfaction, etc., the SoS hierarchy has become a powerful optimization technique. This is further amplified by results that say that the SoS hierarchy is the optimal relaxation among a broad class of semidefinite programming relaxations [138], and assuming the famous unique games conjecture, it’s the best approximation algorithm for every constraint satisfaction problem [178]. A chief goal of this dissertation is to understand the limits of this powerful technique. We especially focus on the so-called average-case setting, that we will define now.

### 1.2 Average-case analysis

An important theme in this work is the study of random instances of problems, which is termed average-case analysis. As opposed to traditional worst-case algorithm design, where we wish to design an algorithm that performs well on the worst possible input, there has been an exciting development of research on problems where the input is randomly sampled from a distribution. For instance, in the maximum cut problem, we could assume that the input comes from the Erdős-Rényi family of random graphs, where the number of vertices in the graph is chosen beforehand and each edge is present independently with probability 0.5.

In average-case algorithm design, we wish to design algorithms that perform well on average-case inputs with high probability, as opposed to all inputs. This is important because studying the worst case complexity of a problem may not shed light on the intrinsic hardness of the problem. This happens because the worst-case instance input for an algorithm could be highly artificial and contrived. Put another way, in real world scenarios, the inputs for various optimization or search problems we encounter are unlikely to be such instances. This is seen in practice as well. For example, the simplex method for linear programming [51] is exponentially slow in the worst-case, as was shown by Klee and Minty [125], but
performs extremely well practically. Various works have tried to explain this behavior, e.g. [28, 197, 29, 198], a highlight is the work of Spielman and Teng for which they were awarded the Gödel prize in 2008.

Tremendous effort has been invested to understand the average-case complexity for a wide variety of problems. Research towards designing average-case algorithms brings about a deeper understanding of the core of the problem, enabling the design of worst-case algorithms as well. This can be seen for example for the famous Densest $k$-subgraph problem [25]. In this work, we will focus on average-case analysis.

In our pursuit, fundamental mathematical objects that occur repeatedly are large random matrices. We often desire to understand their behavior.

### 1.3 Underlying theme of this work: Random matrices

Random matrices are abundant in computer science, especially in the fields of optimization and statistics. Often, the analysis of an algorithm requires analyzing the behavior of certain random matrices that can be constructed from the input. Even outside computer science, random matrix theory is a fundamental field of its own right, having been studied since the early 1900s, with applications also extending to many branches of mathematics and physics. For a short survey, see [75].

There has been tremendous effort over the last few decades to develop the theory of random matrices, see the book by Tropp [206]. For example, the matrix-Bernstein inequality studies the behavior of a random weighted sum of matrices; the Wigner semicircle law studies the distribution of the eigenvalues of a random matrix sampled from the Gaussian Orthogonal ensemble. On the other hand, fewer tools are available to understand the behavior of nonlinear random matrices, where each matrix entry is a nonlinear function of the input, say for instance low-degree polynomials.

In our setting, this occurs frequently when trying to analyze the SoS hierarchy for various
problems. This is true both when trying to design algorithms via SoS as well as when trying to study the limitations of SoS algorithms, for example, [17, 99, 192, 153, 110]. Therefore, we begin with this important endeavor of understanding the behavior of nonlinear random matrices. In the first part of this thesis, we are interested specifically in concentration behavior. We emphasize that this is an important research direction in its own right.

To bound the fluctuations of a random matrix from its mean, measured in terms of spectral or Schatten $t$-norm of the difference, a simple but powerful technique that has been widely used (including in many of the works cited above) is the so-called trace method. In this method, the (centered) random matrix is raised to a large power and the expected trace of the resulting matrix is bounded. While this method gives satisfactory results, it often requires ingenious observations and highly nontrivial combinatorics.

Another approach is as follows. Consider a random matrix that is a function of several independent input variables. We can study it’s behavior by studying how much it deviates when a single uniformly chosen input entry is resampled. By bounding these local fluctuations, we can bound the global fluctuation of the random matrix. This technique gives rise to the Efron-Stein inequalities. Originally, they were developed for scalar random variables (which can be thought of as $1 \times 1$ matrices). In this special case, they turned out to be extremely powerful since they have been shown to recover many standard concentration inequalities. Recently, the work [172] showed a matrix version of the Efron-Stein inequalities. In this work, we build on this to obtain a general framework for proving concentration of large random matrices.

In the second part of this thesis, in the analysis of SoS algorithms, the fundamental difficulty that appears is to analyze the behavior of a large nonlinear random matrix. In particular, we want to argue that this random matrix is positive semidefinite with high probability over the choice of the input. For this, we exhibit an approximate Cholesky decomposition of the matrix and the proof extensively builds on the concentration results
we develop above.

In conclusion, the motif in this work is the study of nonlinear random matrices, where we both build a general framework for analyzing concentration and apply them to study algorithms on fundamental problems.

1.4 The Sum of Squares Hierarchy

Given an optimization problem in the form of a program with polynomial inequality constraints, there have been many works proposing generic approaches to relax the program, in order to obtain good solutions efficiently. Some of the more dominant approaches have been the Lovász-Schrijver hierarchy [141] and the Sherali-Adams hierarchy [194]. Informally speaking, these hierarchies of algorithms lift the program to a larger set of variables, tied together via various constraints, relax and solve the larger program, and finally project the solution down to the original variable space. They are parameterized by an integer known as the degree, where larger degrees offer tighter relaxations at the cost of larger running times.

The Sum of Squares (SoS) hierarchy is a similar optimization technique that harnesses the power of semidefinite programming. For polynomial optimization problems, the SoS hierarchy, first independently investigated by Shor [196], Nesterov [158], Parillo [169], Lasserre [136] and Grigoriev [84, 85], offers a sequence of convex relaxations parameterized by an integer called the degree of the SoS hierarchy. As we increase the degree $d$ of the hierarchy, we get progressively stronger convex relaxations which are solvable in $n^{O(d)}$ time. This has paved the way for the SoS hierarchy to be almost a blackbox tool for algorithm design. As has been shown in multiple works, it serves as a strong algorithm for various problems, both in the worst case and the average case settings.

Consider our running example of the Maximum Cut problem. The seminal Goemans-Williamson algorithm [82] achieves an approximation factor of $\approx 0.878$ for this problem via a semidefinite programming relaxation. As it turns out, this algorithm is just the degree 2
SoS hierarchy. This approximation factor is conjectured to be optimal and there has been increasing evidence that this is indeed the case. This highlights an example of why the SoS hierarchy is powerful.

Indeed, there has been tremendous success in using the SoS hierarchy to obtain efficient algorithms for combinatorial optimization problems (e.g., [83, 9, 87, 179]) as well as problems stemming from Statistics and Machine Learning (e.g., [17, 18, 100, 176, 129]). In fact, SoS achieves the state-of-the-art approximation guarantees for many fundamental problems such as Sparsest Cut [9], Maximum Cut [83], Tensor PCA [100] and all Max-$k$-CSPs [178]. As mentioned earlier, for a large class of problems, it’s been shown that SoS relaxations are the most efficient among all semidefinite programming relaxations [138].

The term “Sum of Squares” comes from a dual view in proof complexity. Besides being an algorithmic technique, SoS can be equivalently viewed as giving a proof or certificate of a bound on the optimal value of a polynomial optimization problem. This work can be traced back to Hilbert’s seventeenth problem which has led to work on a proof complexity result known as the Positivstellensatz, which gives conditions under which polynomial systems can be shown to have no solutions, see e.g. [201, 177, 186]. The algorithmic implications were originally observed by Lasserre [136] and Parillo [169, 170] leading to the interpretation of SoS as an optimization technique as we study in this work. This duality can be completely formalized and has led to the so-called framework of “proofs to algorithms” that has achieved tremendous success, especially recently in robust statistics, see e.g., [129, 111, 93, 14]. The adage is that if we can find an “easy” proof of an identifiability result for a search problem, then it can be automatized to give an algorithm. We will not explore this in detail here, and we refer the reader to the monograph [74].

Next, we move onto SoS lower bounds but before that, we highlight some related techniques that has gained traction in the community recently.
1.4.1 Related Algorithmic Techniques

Apart from search, decision and certification, researchers have also considered other related types of problems. Consider a problem where the input is sampled from one of two known distributions and we would like to identify which distribution it was sampled from. This is known generally as hypothesis testing. For example, one distribution could be the distribution of Erdős-Rényi random graphs while the other could be the distribution of Erdős-Rényi random graphs but with a large cut planted in them. It’s clear that this problem is a different flavor of the maximum cut problem on random graphs. Beyond being interesting in their own right, studying these related formulations offer alternate perspectives and interesting insights into the search or certification variants as well. Another type of problem, known as recovery problems, is to recover the planted structure when the input is sampled from the latter distribution.

For all the type of problems considered so far, apart from SoS, there have also been several other framework of algorithms that have been considered and in some cases, extensively studied. Examples include

- Lovász-Schrijver and Sherali-Adams hierarchies — As discussed earlier, these hierarchies lift a program to a larger set of variables and then relax any integrality constraints. The resulting solution is then projected back to the original variables which may then be rounded to an integral solution. These hierarchies are captured by the SoS hierarchy, or in other words, the SoS hierarchy is at least as powerful as these hierarchies [74].

- Low degree polynomials — For hypothesis testing, low degree polynomials can be used to try and distinguish the two distributions. More precisely, if there is a low degree polynomial such that its expected value on the two distributions behave differently and the variance isn’t too large, this can be used to distinguish the two distributions. This is related to the SoS hierarchy and we will revisit this point in more detail later.
• Statistical query algorithms — For hypothesis testing, the statistical query model (SQ) is another popular restricted class of algorithms introduced by [114]. In this model, for an underlying distribution, we can access it indirectly by querying expected values of functions, up to some error. Given access to this oracle, we would like to hypothesis test. SQ algorithms capture a broad class of algorithmic techniques in statistics and machine learning including spectral methods, moment and tensor methods (see e.g. [71, 72]). SQ algorithms has also been used to study information-computation tradeoffs and more broadly has been studied in other contexts [70]. There has also been significant work trying to understand the limits of SQ algorithms (e.g. [71, 73, 56]). Recent work [34] has shown that low degree polynomials and statistical query algorithms have equivalent power under mild conditions.

• Approximate message passing and other statistical physics techniques such as belief propagation, see e.g. the review [216].

• Local algorithms, see e.g. [65, 66, 103].

• Circuit models of computation of bounded size, see e.g. [188, 189].

1.5 Lower bounds against the Sum of Squares Hierarchy

Because of the incredible success of the SoS hierarchy for a variety of problems, it’s an important research direction to study the limits of the SoS hierarchy, which we endeavour in this dissertation. In particular, we will focus on average-case problems and as we will see, most of the technical difficulty boils down to the analysis of nonlinear random matrices, to handle which we develop various techniques.

There are many reasons for why studying lower bounds against the SoS hierarchy is important. The SoS hierarchy is general enough to capture a broad class of algorithmic reasoning [74]. In particular, SoS captures the Lovász-Schrijver and Sherali-Adams hierar-
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chies and under mild restrictions, also statistical query algorithms and algorithms based on low degree polynomials. Therefore, SoS lower bounds indicate to the algorithm designer the intrinsic hardness of the problem and suggest that if they want to break the algorithmic barrier, they need to search for algorithms that are not captured by SoS. Secondly, in average case problem settings, standard complexity theoretic assumptions such as $P \neq NP$ have not been shown to give insight into the limits of efficient algorithms. Instead, lower bounds against powerful techniques such as SoS have served as strong evidence of computational hardness [96, 102]. Thus, understanding the power of the SoS hierarchy on these problems is an important step towards understanding the approximability of these problems. See also the surveys [20, 152] for more on this.

There have been relatively fewer works on SoS lower bounds, as opposed to some other classes of algorithms we have discussed, which can be attributed to the sheer technical difficulty of proving such lower bounds. For example, the works [85, 191, 126] studied SoS lower bounds for random constraint satisfaction problems. A series of works [67, 150, 54, 16, 164] studied SoS lower bounds for maximum clique on random graphs. Some other SoS lower bounds, not including the ones in this thesis, are the works [142, 128, 151, 132, 127].

1.6 A summary of our main results

In the first part of this work, we study concentration behavior of nonlinear random matrices. In the second part, we study lower bounds against the SoS hierarchy for several fundamental problems.

1.6.1 Nonlinear matrix concentration via Matrix Efron-Stein

We start by giving a general theorem on concentration of random matrices whose entries are polynomials of independent random variables. The famous matrix-Bernstein inequality answers this question when we only have linear polynomials. However, understanding the
setting of non-linear polynomials is just as important yet it poses significant challenges. When they arise in various applications in the literature, the usual way to handle such random matrices has been the so-called trace method. While this method gives the desired results, sometimes to great effect, applying it usually turns out to be highly nontrivial. In this work, we propose an alternate way to prove matrix concentration via the Matrix Efron-Stein inequalities. We propose a general matrix concentration inequality, the proof of which relies on the powerful method of exchangeable pairs. We show some applications of this inequality and expect it to have significant applications outside what we have explored here.

1.6.2 Sum of Squares lower bounds

We obtain strong sub-exponential time lower bounds against the SoS hierarchy for a variety of fundamental problems in computer science. All our applications start with the so-called pseudocalibration heuristic, reducing the problem to analyzing the behavior of a large random matrix, known as the moment matrix. Our conceptual and technical innovations happen at this step. The results we present are as follows.

Sherrington-Kirkpatrick Hamiltonian

An important problem in statistical physics, the Sherrington-Kirkpatrick problem is to optimize the quadratic form of a random matrix sampled from the Gaussian Orthogonal Ensemble, over boolean vectors. It’s been known for a long time that the true optimal value concentrates at a particular constant, up to scaling. Recently, an efficient algorithm was proposed for this optimization problem. Certification on the other hand was widely believed to be hard beyond the simple spectral algorithm. We provide strong evidence for this by exhibiting lower bounds against SoS for this problem. This work requires us to understand the nullspace of the moment matrix and nullify it before applying our matrix concentration tools. Conceptually, this work provides a lot of insight into the behavior of SoS on other
fundamental problems such as maximum cut and learning mixtures of Gaussians.

Sparse PCA

Sparse PCA is a variant of principal components analysis (PCA), a fundamental routine in statistics and machine learning. We work with the spiked Wishart model, which is the most natural version of this problem, but which has proved quite hard to analyze in SoS. Prior works have predicted the computational barrier of the recovery of the sparse component, as a tradeoff between the dimension, sparsity and number of samples. We confirm this barrier by proving lower bounds, matching known algorithms, against sub-exponential time SoS. This work involves splitting the random moment matrix into different matrices and using innovative combinatorial charging arguments to study how these matrices interact with each other. Conceptually, this work confirms the computational barrier diagram for this problem, that has been predicted and believed to be true for a long time.

Planted Slightly Denser subgraph

Finding a dense subgraph in a given graph is an important problem that has received much scrutiny over the years, both algorithmically as well as from the algorithmic hardness angle. For random instances of the problem under certain parameter regimes, the difficulty of this problem has been conjectured, usually referred to as the PDS conjecture, and this problem has been used as a canonical hard problem to reduce to various other problems and study their computational barriers. Moreover, these hard instances have also been used as a basis for cryptographic schemes. Therefore, SoS lower bounds against this problem go a long way towards confirming this conjecture. In this work, we exhibit such sub-exponential time lower bounds for certain parameter regimes, where it has been widely believed to require sub-exponential time.
Tensor PCA

Tensor PCA is the average-case version of the problem of optimizing homogeneous polynomials over the sphere, which is a fundamental and important problem in optimization due to it’s connections to a variety of fields. In this work, we prove SoS lower bounds matching known algorithms for this problem, settling the computational barrier for SoS for this problem. It also offers insight on the approximability-inapproximability threshold for general homogeneous polynomial optimization and suggests that random instances may not be the hardest for this problem.

1.7 Excluded work

This dissertation contains the main body of my research conducted during my PhD but there have also been other research directions that have been left out, regrettably. This includes the following works.

1.7.1 SoS Lower bounds for Sparse Independent Set

In our work [110], we show SoS lower bounds for the maximum independent set problem on sparse Erdős-Rényi random graphs, matching the Lovász theta function up to low order terms. To do this, we build on the tools developed in this dissertation as well as develop a variety of new techniques. In particular, this work is the first venture in the important research direction of understanding the limitations of SoS on sparse random graphs. We highlight that for this work, our nonlinear matrix concentration tools from Chapter 2 are very useful. We will elaborate on this result in Chapter 8 since it builds on much of the work we will develop in this dissertation.
1.7.2 Causal Inference

Causal inference is the study of discovering and understanding causal relationships in observed data, which has diverse applications in medicine, genetics, economics, epidemics, artificial intelligence, etc. In our work [183], we focus on the problem of learning a class of causal models known as Bayesian Networks (BN), from data. This is a classical and fundamental problem since BNs are compact, modular and offer intuitive causal interpretation, which has made them very useful in various fields. We propose and study a new practical algorithm for this problem. It is efficient, provably differs from the widely used Greedy-Equivalence-Search algorithm, and since the algorithm is a general-purpose score-based learning algorithm, it is widely applicable. Also, under some statistical assumptions that are inspired from and which generalize recent works, our algorithm provably recovers the true Bayesian Network, even for non-parametric models, while making no assumptions on linearity, additivity, independent noise or faithfulness. It also suggests interesting potential connections to other machine learning fields such as clustering, forward-backward greedy methods, and kernel methods.

1.7.3 Latent Variable modeling

In our work [123], we study a relatively understudied but important problem of latent variable modeling of observed data. Building from the previous section, we now have unobserved (sometimes even unmeasurable!) latent causes or confounders for the observed variables. We focus on the setting of probabilistic mixture models, which naturally comes up in machine learning, economics, finance, biology, etc. Under some natural assumptions on the model, we develop an algorithm that takes the observed data and uncovers the hidden variables and the underlying causal relationships. Prior works related to this problem have usually focused on special settings such as linear models. We instead propose an algorithm to this problem in the highly nonlinear mixture models setting which works atop existing algorithms.
for mixture model order estimation (which is easier than density estimation).

### 1.7.4 Causal representation learning

An exciting new branch of machine learning, known as causal representation learning, takes as input raw, unstructured data, and aims to learn the underlying generative model that generated it. On top of this, it also aims to learn the causal relationships among the learnt latent variables, hence the name causal representation learning. In particular, this field brings together ideas from two fields which have largely developed separately, namely causal inference and latent variable modeling, the two topics described above. In our work [124], we prove an interesting and surprising result in this direction. We show that a broad class of generative models with a mixture of Gaussians prior is identifiable (which means it can be recovered from raw data). In particular, our models have universal approximation capabilities and have been used extensively (without theoretical validation) in many practical works on deep representation learning [57, 107, 213].

In deep learning, there has been tremendous effort to identify the latent features and the mechanisms that generate observed data. Instead of handcrafting low level features of data, this process is largely automated via algorithms that learn low level representations. The models thus learnt are quite useful for a variety of downstream tasks such as sampling, prediction, classification, clustering, interventions, etc. A prominent player here is variational autoencoders [122, 185]. Various improvements to variational autoencoders have been made over the last decade, with a wide variety of applications. A much-desired property of the training process is stability, i.e. whether repeated trainings will lead to the same latent variable generative model. This can be captured by the mathematical notion of identifiability, which is a crucial primitive which guarantees that there is a unique parameter and generation mechanism that could have generated the data. Putting computational feasibility aside, identifiability is a necessary condition for stable and repeatable training. Apart from stability
of training, this also paves the way for other important considerations in machine learning, such as the increasing need to learn representations of data that are robust, interpretable, explainable and fair.

In our work, we show that for commonly used variational autoencoders with a mixture of Gaussians prior, identifiability holds under the assumption that the warping mechanism is affine (in particular, deep neural networks with ReLU activations satisfy this property) and importantly, without assuming that auxiliary information is available. This significantly improves upon a flurry of recent works (initiated by [115]) that have shown identifiability in the presence of auxiliary variables or side information. Also, several prior works have made empirical observations that a mixture of Gaussians prior often leads to stable and repeatable training for variational autoencoders, thereby suggesting identifiability. Our work theoretically grounds these observations.

1.8 Organization of the thesis

In Chapter 2, we develop our nonlinear matrix concentration results and show it’s applications towards various nonlinear random matrices that have arisen in the literature. We then introduce the Sum of Squares hierarchy in Chapter 3, introduce the technique of pseudocalibration used for showing SoS lower bounds and show it’s connections to low-degree algorithms. In Chapter 4, we formally state the main SoS lower bounds we show in this thesis and put them in context with known prior works. In Chapter 5, we prove the SoS lower bound for the Sherrington-Kirkpatrick problem. In the next two chapters, Chapter 6 and Chapter 7, we prove the SoS lower bounds for Planted Slightly Denser Subgraph, Tensor PCA and Sparse PCA. We conclude with follow-up and potential future works in Chapter 8.
CHAPTER 2
NONLINEAR MATRIX CONCENTRATION

In this chapter, we will describe our techniques for nonlinear matrix concentration via Efron-Stein inequalities. The material in this chapter is adapted from [184]. While we develop general techniques that can be applied to study nonlinear concentration and this chapter is completely self-contained, our application to graph matrices will serve as a good warmup to segue into the technical sections of the Sum of Squares lower bounds that’ll appear in later chapters of this dissertation.

2.1 Introduction

In optimization, statistics, and spectral algorithms, we often want to understand the concentration of various random matrices. To do this, we can appeal to the powerful theory of matrix-deviation inequalities [206]. For example, the matrix-Bernstein inequality addresses random matrices of the form

$$M = x_1 \cdot C_1 + \cdots + x_n \cdot C_n$$

where $x_1, \ldots, x_n$ are independent scalar random variables, and $C_1, \ldots, C_n$ are fixed matrices. A large selection of such inequalities are available when the random matrix (say) $M$ is a linear function of independent random variables. However, several recent works require us to understand random matrices which are non-linear functions, and in particular low-degree polynomial functions, of scalar random variables. This forms the focus of our work.

As a motivating example, consider the random matrix $M \in \mathbb{R}^{[n]^2 \times [n]^2}$ obtained as

$$M = A_1 \otimes A_1 + \cdots + A_m \otimes A_m,$$
where $\mathbf{A}_1, \ldots, \mathbf{A}_m \in \mathbb{R}^{[n] \times [n]}$ are independent random matrices, with i.i.d. entries uniformly distributed in $\{-1, 1\}$. It is easy to see that the entries of the matrix $\mathbf{M}$ are degree-2 polynomial functions of the independent random variables describing the entries of $\mathbf{A}_1, \ldots, \mathbf{A}_m$.

The concentration of such a matrix was analyzed by Hopkins et al. [99, 92], who use it to design spectral algorithms for a variant of the principal components analysis (PCA). This matrix is a special case of a more general setting that we study in this work.

**Matrix-valued polynomial functions.** In the example above, the entries of the matrices are low-degree polynomials in independent (Rademacher) random variables. In this work, we consider a general setting where we take an $n$-tuple $\mathbf{Z} = (Z_1, \ldots, Z_n)$ of independent and identically distributed random variables distributed in $\Omega$. We consider random matrices given by a matrix-valued function $\mathbf{F}(\mathbf{Z})$ taking values in $\mathbb{R}^{I \times J}$ for arbitrary index sets $I, J$, where each entry $\mathbf{F}[I, J](\mathbf{Z})$ is a polynomial in $Z_1, \ldots, Z_n$. We develop a general framework to analyze concentration of such matrices. Our matrix concentration results are simpler to state in the case when $Z_1, \ldots, Z_n$ are independent Rademacher variables uniformly distributed in $\{-1, 1\}$, but apply for the general case as well.

Special cases of such non-linear random matrices have been used in several applications in spectral algorithms and lower bounds. We now briefly discuss a few examples below.

1. **Tensor networks.** Random matrices such as the above were viewed as a special case of “flattened tensor networks” by Moitra and Wein [153], who also considered spectral algorithms obtained via somewhat larger tensor networks. A tensor network is a graph with nodes corresponding to tensors (see the figure below for an example). An edge between two nodes corresponds to shared indices for one of the dimensions and the degree of each node is equal to the order of the corresponding tensor (the number of dimensions). Such networks indicate how tensors of different orders can be multiplied.

---

1. Our framework also applies when the variables are not necessarily identically distributed, as long as they are independent.
to obtain larger ones. For example, the first network in the figure below illustrates the network corresponding to simple multiplication $A \cdot B$ of two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times m}$, where the red and blue edges indicate the row and column indices respectively. Similarly, the second network in the figure below illustrates the network corresponding to the application by Hopkins et al. [98], where $T \in \mathbb{R}^{n \times n \times m}$ is a random tensor with i.i.d. entries in $\{-1,1\}$. While the latter network yields an order-4 tensor, they obtain a matrix in $\mathbb{R}^{n^2 \times n^2}$ by “flattening” it, where the row is indicated by the indices in the red edges and the column is indicated by the indices in the blue edges. In the figure, we also indicate the index sets corresponding to each of the edges (though these are often suppressed in the diagrams). Moitra and Wein [153] analyzed a larger tensor network, with a graph consisting of 10 nodes, in their algorithm for the continuous multi-reference alignment problem.

![Tensor networks for matrix multiplication and the algorithm in [98]](image)

**Figure 2.1: Tensor networks for matrix multiplication and the algorithm in [98]**

2. **Graph matrices.** Another setting of nonlinear concentration arises from the analysis of the so-called “graph matrices” [149, 1]. Graph matrices play an important role in lower bounds for average-case problems, against algorithms based on the powerful Sum-of-Squares (SoS) SDP hierarchy running in polynomial time and even sub-exponential time [150, 54, 95, 180, 16, 151, 80, 175, 110].

Let $X$ be the $\{\pm 1\}$-adjacency matrix of a random graph in $\mathcal{G}_{n,1/2}$ i.e., $X[i,j]$ is uniform $\{-1,1\}$ when $i \neq j$ and 0 when $i = j$. Graph matrices are random matrices corresponding to the occurrences of a small graph pattern called a “shape”. A shape $\tau$ is a small, fixed graph with two ordered subsets $U_\tau, V_\tau$ of vertices. For simplicity, let
τ be a shape of a fixed size, where the vertex set $V(\tau)$ is partitioned into two ordered sets $V(\tau) = U_\tau \sqcup V_\tau$. For such a shape $\tau$, the corresponding graph matrix $M_\tau$ has rows and columns indexed by $[n]|U_\tau|$ and $[n]|V_\tau|$ respectively, and we view the row and column indices $I$ and $J$ as defining a (unique in this case) map $\varphi : U_\tau \sqcup V_\tau \to [n]$. The corresponding entry is given by

$$M_\tau[I, J] = M_\tau[\varphi(U_\tau), \varphi(V_\tau)] = \begin{cases} \prod_{(u, v) \in E(\tau)} X[\varphi(u), \varphi(v)] & \text{if } \varphi \text{ is injective} \\ 0 & \text{otherwise} \end{cases}$$

In the case of general graph matrices (defined formally in Section 2.4.2), $U_\tau, V_\tau$ are arbitrary ordered subsets of the vertex set of $\tau$, and we sum over all feasible injective maps $\varphi$. As an example, consider the case shown in Fig. 2.2, where $\tau$ is a triangle on three vertices $\{u_1, v_1, v_2\}$ with $U_\tau = (u_1)$ and $V_\tau = (v_1, v_2)$. Then, the corresponding matrix is given by

$$M_\tau[i_1, (i_2, i_3)] = X[i_1, i_2] \cdot X[i_2, i_3] \cdot X[i_3, i_1],$$

where $X$ automatically enforces injectivity.

Graph matrices are closely related to tensor networks (ignoring the injectivity constraint on $\varphi$). For instance, the above matrix can be viewed as the flattened tensor network below, where the tensor $I$ denotes the “diagonal” tensor of order 3 with entries being 1 if all indices are equal and 0 otherwise.

**Analyzing concentration** Recall that our objective is to analyze the concentration of polynomial random matrices. To motivate our approach, consider first the problem of ob-

---

2. In later chapters, for technical reasons, we move to an alternate definition where we sum over distinct Fourier characters as opposed to distinct injective maps
taining concentration bounds on a scalar polynomial $f(Z)$ with mean zero. To obtain such bounds, because of Markov’s inequality, it suffices to compute moment estimates

$$
P[|f(Z)| \geq \lambda] = P[(f(Z))^{2t} \geq \lambda^{2t}] \leq \lambda^{-2t} \cdot \mathbb{E}[(f(Z))^{2t}]$$

While in some cases $\mathbb{E}[(f(Z))^{2t}]$ can be computed by direct expansion, it often involves an intricate analysis of the structure of terms with degrees growing with $t$, and therefore indirect methods may be more convenient. One such method is based on hypercontractive inequalities. In particular for Rademacher variables, the hypercontractive inequality [159] gives that for a polynomial $f$ of degree $d_p$, we have

$$\mathbb{E}[(f(Z))^{2t}] \leq (2t - 1)^{d_p \cdot t} \cdot \left(\mathbb{E}[(f(Z))^2]\right)^t.$$

Thus, for (scalar) polynomial functions, the hypercontractive inequality gives moment estimates using $(f(Z))^2$, which is convenient because $(f(Z))^2$ is a polynomial of fixed degree and therefore is much easier to understand. In fact, it can often be conveniently analyzed using the Fourier coefficients of $f$.

The matrix analog of the above argument involves the Schatten-2t norm $\|\cdot\|_{2t}$, which is defined for a matrix $M$ with non-zero singular values $\sigma_1, \ldots, \sigma_r$ as $\|M\|_{2t}^2 := \sum_{j \in [r]} \sigma_j^{2t}$. 
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For a function $F$ with $\mathbb{E}[F(Z)] = 0$, we have the following bound using Schatten norms.

$$\mathbb{P} [\sigma_1(F) \geq \lambda] \leq \lambda^{-2t} \cdot \mathbb{E} \|F\|_{2t}^{2t} = \lambda^{-2t} \cdot \mathbb{E} \mathop{\text{tr}} [(F(Z)F(Z)^\top)^t]$$

Known norm bounds for tensor networks [153] (which involves Gaussian variables) and graph matrices [1, 110] rely on direct expansion of the trace above. They analyze terms in the expansion as being formed by $2t$ copies of the network/shape, which leads them to consider graphs formed by $2t$ copies of the network/shape, with possibly overlapping vertex sets. To analyze such graphs, they both rely on intricate combinatorics.

Hypercontractive inequalities are also known for matrix-valued functions of Rademacher variables [21]. However, their form involves Schatten-$p$ norms for $p \in [1, 2]$ and (to the best of our knowledge) are not known to imply matrix concentration. To get around this, we consider another indirect method based on Efron-Stein inequalities. In the scalar case, Efron-Stein inequalities gives us a slight weakening of the above scalar bound. Interestingly, it turns out that this can indeed be generalized to the matrix case.

**Efron-Stein inequalities.** Efron-Stein inequalities bound the global variance of a function of independent random variables, in terms of local variance estimates obtained by changing one variable at a time. For $i \in [n]$ and tuple $Z = (Z_1, \ldots, Z_n)$, let $Z^{(i)}$ denote the tuple $(Z_1, \ldots, Z_{i-1}, \tilde{Z}_i, Z_{i+1}, \ldots, Z_n)$, where $\tilde{Z}_i$ is an independent copy of $Z_i$. For a scalar function $f(Z)$, the Efron-Stein inequality states that

$$\mathbb{E} \left[ (f(Z) - \mathbb{E} f)^2 \right] \leq \frac{1}{2} \cdot \sum_{i \in [n]} \mathbb{E} \left[ \left( f(Z) - f(Z^{(i)}) \right)^2 \right] = \mathbb{E} \left[ V(Z) \right],$$

where $V(Z) := \sum_{i \in [n]} \mathbb{E} \left[ \left( f(Z) - f(Z^{(i)}) \right)^2 \right]$. For Rademacher variables, $\mathbb{E}[V(Z)]$ is equal to the total influence from boolean Fourier analysis and indeed, the above inequality can also be observed via Fourier analysis. In fact, when $f$ is a polynomial of degree $d_p$, the
two sides are within a factor $d_p$.

A moment version of the Efron-Stein inequality was developed by Boucheron et al. [30], who obtain bounds in terms of $V(Z)$ (in fact, in terms of more refined quantities $V_+(Z)$ and $V_-(Z)$) which serves as a proxy for the variance. Their results imply that for a function $f$,

$$
\mathbb{E} \left[ (f(Z) - \mathbb{E} f)^2 \right] \leq (C_0 \cdot t)^t \cdot \mathbb{E} \left[ (V(Z))^t \right].
$$

A beautiful matrix generalization of the above inequality (Theorem 2.1.1 below) was obtained by Paulin, Mackey and Tropp [172], via the method of exchangeable pairs (see also [105] for a different proof). Their inequality is stated for Hermitian matrix valued functions $H$. But we can also use it for non-Hermitian functions $F$, where we simply apply it to the Hermitian dilation $H = \begin{pmatrix} 0 & F \\ F^\dagger & 0 \end{pmatrix}$ instead.

**Theorem 2.1.1** ([172]). Let $H(Z)$ be a Hermitian matrix valued function of independent random variables $Z = (Z_1, \ldots, Z_n)$ with $\mathbb{E} \|H\| < \infty$. Then, for each natural number $t \geq 1$,

$$
\mathbb{E} \operatorname{tr} \left[ (H - \mathbb{E} H)^2t \right] \leq (4t - 2)^t \cdot \mathbb{E} \operatorname{tr} \left[ V^t \right],
$$

where $V(Z)$ is the variance proxy defined as

$$
V(Z) := \frac{1}{2} \cdot \sum_{i=1}^n \mathbb{E} \left[ (H(Z) - H\left(Z^{(i)}\right))^2 \mid Z \right].
$$

**A simple bound for Rademacher variables.** The form of the variance proxy suggests a recursive approach for polynomial functions (say of degree $d_p$) of Rademacher variables. Consider the scalar case again in particular the Efron-Stein inequality by Boucheron et
al. [30], where the variance proxy can be written as

\[
V(Z) = \frac{1}{2} \cdot \sum_{i \in [n]} \mathbb{E} \left[ (f(Z) - f(Z^{(i)}))^2 \mid Z \right] = \frac{1}{2} \cdot \sum_{i \in [n]} \mathbb{E} \left[ (Z_i - \bar{Z}_i)^2 \cdot \left( \frac{\partial f(Z)}{\partial Z_i} \right)^2 \mid Z \right] \\
= \sum_{i \in [n]} \left( \frac{\partial f(Z)}{\partial Z_i} \right)^2 = \|f_1(Z)\|_2^2,
\]

where \( f_1(Z) \) is a vector-valued function given by \( f_1[i](Z) = \frac{\partial f(Z)}{\partial Z_i} \). Thus, to estimate \( \mathbb{E}(f(Z))^{2^t} \), we just need to estimate \( \mathbb{E} \|f_1(Z)\|_{2^t}^2 \), where \( f_1(Z) \) is now a vector valued function. The key observation is that \( f_1(Z) \) has entries of degree at most \( d_p - 1 \). This suggests that we can apply this inequality recursively until we end up with constant polynomials, which we fully understand. We can do a similar computation for matrix-valued functions \( F(Z) \) using Theorem 2.1.1. This yields two matrices \( F_{0,1} \) and \( F_{1,0} \) of partial derivatives, where an extra index \( i \) is added either to the row or column indices. Iterating this yields the following result, which we state in terms of the partial derivative operators \( \nabla_\alpha(f) = \left( \prod_{i: \alpha_i = 1} \frac{\partial}{\partial Z_i} \right)(f) \) for \( \alpha \in \{0, 1\}^n \) (extended entry-wise to matrices).

**Theorem 2.1.2 (Rademacher recursion).** Let \( F : \{-1, 1\}^n \to \mathbb{R}^{I \times J} \) be a matrix valued polynomial function of degree at most \( d_p \). Then, for each natural number \( t \geq 1 \),

\[
\mathbb{E} \|F - \mathbb{E} F\|_{2^t}^2 \leq \sum_{1 \leq a + b \leq d_p} (16td_p)^{(a+b)-t} \cdot \|\mathbb{E} F_{a,b}\|_{2^t}^2,
\]

where \( F_{a,b} \) is a matrix of partial derivatives indexed by the sets \( I \times \{0, 1\}^n \) and \( J \times \{0, 1\}^n \) with

\[
F_{a,b}[(\cdot, \alpha), (\cdot, \beta)] = \begin{cases} 
\nabla_{\alpha+\beta}(F) & \text{if } |\alpha| = a, |\beta| = b, \alpha \cdot \beta = 0 \\
0 & \text{otherwise}
\end{cases}
\]

Similar to the hypercontractive bound for the scalar case, the bound above is in terms of a small number \( O(d_p^2) \) of matrices that arise from polynomials of fixed degree (not growing.
with $t$), but importantly, they are *deterministic* matrices. Because they are deterministic, analyzing them is considerably easier. When we apply this theorem to the case $F = M_{\tau}$, the graph matrix of a shape $\tau$, we obtain bounds in terms of combinatorial objects known as “vertex separators” of the shape $\tau$. This recovers the bounds by Ahn et al. [1] and perhaps surprisingly (to the authors), this gives an alternative and direct derivation of these combinatorial structures such as vertex separators, compared to the ingenious observations made in Ahn et al. [1]. We cover this and other applications of the Rademacher framework in Section 2.4.

**Extending the framework to general product distributions.** A key contribution of our work is to show how the above framework can be extended to arbitrary product distributions (with bounded moments). A motivating example of this is norm bounds for the so-called “sparse graph matrices”. In sparse graph matrices, the variables $Z_i$ can be thought of as (normalized) edges of a $G_{n',p}$ graph, that is, $Z_i = -\sqrt{\frac{1-p}{p}}$ with probability $p$ and $Z_i = \sqrt{\frac{p}{1-p}}$ with probability $1 - p$. These variables are standard in $p$-biased Fourier analysis [160] and are chosen to satisfy $\mathbb{E} Z_i = 0$ and $\mathbb{E} Z_i^2 = 1$. Sparse graph matrices naturally arise when analyzing average case problems on $G_{n,p}$ graphs for $p = o(1)$, as opposed to $G_{n,1/2}$ graphs.

Until recently, little was known about norm bounds for sparse graph matrices. The difficulty stems partly from the fact that when $p = o(1)$, it is important that sparse graph matrix norm bounds have the right dependence on $p$ and not just on $n$. Such norm bounds were obtained recently by Jones et al. [110], via the trace power method which involved a delicate combinatorial counting argument. On the other hand, we obtain similar norm bounds using our framework but in a more mechanical fashion. We can also readily apply our framework in the even more general case of sub-Gaussian random variables and our bounds will depend on the sub-Gaussian norm of the distributions.

To extend our framework to general product distributions, we could take inspiration
from the Rademacher case and could attempt to simply recursively apply the Efron-Stein inequality. Unfortunately, this idea will fail. The issue can be observed by again considering the scalar case. Assume that $Z_1, \ldots, Z_n$ are i.i.d. with $\mathbb{E} Z_i = 0$ and $\mathbb{E} Z_i^2 = 1$ for all $i \in [n]$. Also assume for simplicity that $f(Z)$ is a multi-linear polynomial of degree $d_p$. Analyzing the variance proxy as before, we get

$$V(Z) = \frac{1}{2} \sum_{i \in [n]} \mathbb{E} \left[ (Z_i - \tilde{Z}_i)^2 \cdot \left( \frac{\partial f(Z)}{\partial Z_i} \right)^2 \bigg| Z \right] = \frac{1}{2} \sum_{i \in [n]} \mathbb{E} \left[ (Z_i - \tilde{Z}_i)^2 | Z \right] \cdot \left( \frac{\partial f(Z)}{\partial Z_i} \right)^2.$$  

In the Rademacher case, we had $\mathbb{E}[(Z_i - \tilde{Z}_i)^2 | Z] = 2$. This left us with the polynomials corresponding to partial derivatives but which importantly had a strictly lower degree. However, for a general product distribution, we instead have $\mathbb{E}[(Z_i - \tilde{Z}_i)^2 | Z] = 1 + Z_i^2$. This gives back a term $\left( Z_i \cdot \frac{\partial f}{\partial Z_i} \right)^2$ where the polynomial inside the square could have degree possibly still equal to $d_p$. This means that in the next step of the recursion, we may again have to consider a derivative with respect to $Z_i$ and may again end up with the same polynomial $f$. Therefore, the recursion is stalled! A similar issue occurs for matrices, which is elaborated in Section 2.5. To get around this, we generalize the work of [172].

**Generalizing [172] via explicit inner kernels.** To resolve the above issue, we modify the proof of [172] and our proof techniques may be of independent interest.

We first recall how the matrix Efron-Stein inequality, Theorem 2.1.1, was proved in [172]. Their basic strategy is to utilize the theory of exchangeable pairs [199, 200, 39, 40], in particular kernel Stein pairs. A kernel Stein pair is an exchangeable pair of random matrices that has a “kernel”, a bivariate function that “reproduces” the matrices in the pair. More concretely, consider an exchangeable pair of random variables $(Z, Z')$ (which means $(Z', Z)$ has the same distribution). For this exchangeable pair, a bivariate matrix-valued function $K(z, z')$ is said to be a kernel for a matrix-valued function $F$ if it satisfies

- Anti-symmetry: $K(z', z) = -K(z, z')$ for all inputs $(z, z')$.  

• Reproducing property: \( \mathbb{E}[K(Z, Z')] \mid Z = F(Z) \).

If such a kernel \( K \) exists, then the pair of random variables \((F(Z), F(Z'))\) is said to be a kernel Stein pair.

Building on ideas from [200, 39], Paulin, Mackey and Tropp [172] first show the existence of a kernel, by exhibiting it as a limit of coupled Markov Chains. By studying the evolution of this kernel coupling, they prove analytic properties of the kernel. Then, using this kernel, they employ the powerful method of exchangeable pairs to evaluate moments of the random matrix, which in turn will imply concentration.

For a Hermitian random matrix \( X \), they introduce two matrices - the conditional variance \( V_X \) which measures the squared fluctuations of \( X \) when resampling a coordinate of \( Z \); and the kernel conditional variance \( V^K \) which measures the squared fluctuation of the kernel when resampling a coordinate of \( Z \). With these matrices in hand, they bound the Schatten 2t-norm of \( X \) by the Schatten t-norm of \( sV_X + s^{-1}V^K \) for any parameter \( s > 0 \). Finally, they choose \( s \) appropriately to make these two quantities approximately equal, in which case it simplifies to the variance proxy \( V \), proving Theorem 2.1.1.

In our setting, no such choice of \( s \) is feasible because for any choice of \( s \), either the conditional variance term \( sV_X \) will dominate \( X^2 \) or the kernel conditional variance term \( s^{-1}V^K \) will dominate \( X^2 \). This will make the main inequality Theorem 2.1.1 trivial.

To get around this, we will exploit the structure of the matrix we have, i.e. \( F = DGD \) where \( D \) is a diagonal matrix that encodes all variables that have already been differentiated on and \( G \) is a polynomial matrix of the remaining variables. Since \( D \) is a simple diagonal matrix with low degrees, most of the deviations exhibited by \( F \) are in fact likely to be exhibited by \( G \). To capture this intuition, we consider a kernel for only the inner matrix \( G \) instead of \( F \) as a whole. We call this an inner kernel.

This helps us avoid the root cause of the issue, i.e. differentiating on variables we have already encountered (which correspond to entries in \( D \)). Therefore, the recursion will not
However, in general, this is not realizable since $D$ and the kernel of $G$ can interact in unexpected ways. To study this interaction, we construct explicit polynomial kernels (Theorem 2.7.3) (compared to [172] who show the existence of the kernel but for all functions).

We study how this explicit inner kernel interacts with $D$ (see Lemma 2.7.6) and use it to obtain a generalization of the inequalities by [172] (generalized because setting $D = I$ will give back their result) stated in Lemma 2.7.10.

A subtle issue is that the conditional variance of $X$ may still have additional deviations due to the diagonal matrices $D$ (which still involve random variables). We control the additional deviations using Jensen’s operator trace inequality (for non-commuting averages) [89] (stated in Lemma 2.2.4). Putting these ideas together lets us obtain a version of the Efron-Stein inequality where the variance proxy only corresponds to the conditional variance of the inner kernel. In the setting of polynomial functions, this inequality generalizes the work of [172].

With the modified Efron-Stein inequality from above, we cannot guarantee that the matrices $F$ at intermediate steps are of lower degree, but on the other hand, the degree of the inner matrix $G$ reduces at each step. Therefore, we can recursively apply this inequality to obtain our final bounds. The final bounds are then stated in terms of norm bounds for the simplified matrices of the form $DGD$ where $G$ are deterministic matrices and $D$ are diagonal matrices which are still functions of $Z$. While random, these matrices can be easily analyzed via simple scalar concentration tools.

The main theorem is stated in Section 2.6, in particular Theorem 2.6.6, with the proof following in Section 2.7. While our proof builds on the work by [172], the argument here is self-contained.

**Applications.** Our framework is suitable for many nonlinear concentration results obtained in the literature [17, 79, 99, 149, 1, 98, 192, 92, 97, 153, 110]. We show a few of these
applications in Section 2.4 and Section 2.8. We expect similar future applications to benefit from our framework because the task is mechanically reduced to analyzing considerably simpler matrices.

In Section 2.4.2, we derive norm bounds on dense graph matrices. In earlier works, dense graph matrices have been used extensively in analysis of semidefinite programming hierarchies, especially the Sum of Squares (SoS) hierarchy [150, 54, 95, 180, 16, 151, 80, 175]. For more applications and a detailed treatment of graph matrices, see [1].

In Section 2.8, we derive norm bounds for sparse graph matrices. Sparse graph matrices have been relatively less understood until recently, when [110] obtained norm bounds for such matrices via the trace power method. They use these bounds to prove SoS lower bounds for the maximum independent set problem on sparse graphs.

Potential extensions In this work, we assumed that the input forms a product distribution. In other words, the variables $Z_1, \ldots, Z_n$ are independent. A natural extension is the case when they are not independent. This has important applications for many problems such as when the input is a uniform $d$-regular graph, or when the input is sampled from a distribution with a global constraint, etc. In such cases, the input variables are not independent but it may be possible to use similar ideas to analyze concentration.

More concretely, to study concentration in the non-independent setting, one can use the recent work of Huang and Tropp [105] on matrix concentration from Poincaré inequalities, together with our framework. For this, we just need to exhibit a Markov process that converges to our desired distribution.

Organization of the chapter We start with preliminaries in Section 2.2. In Section 2.3, we state and prove the Rademacher recursion. We illustrate some applications of this framework in Section 2.4. In Section 2.5, we explain why similar ideas may not be enough in the general case. We then propose our general framework in Section 2.6 and prove it in
Section 2.7. We end with an application of the general framework to sparse graph matrices in Section 2.8.

\section{Preliminaries}

\textbf{Notation} We use boldface letters such as $\mathbf{I}, \mathbf{M}, \mathbf{X}, \ldots$, to denote matrices. Entries of a matrix $\mathbf{X} \in \mathbb{R}^{I \times J}$ will be denoted by $\mathbf{X}[I,J]$ for $I \in I, J \in J$. Let $\mathbb{H}^n$ denote the set of $n \times n$ real symmetric matrices. The trace of a matrix $\mathbf{X} \in \mathbb{H}^n$ equals $\sum_{i \in [n]} \mathbf{X}[i,i]$ and is denoted by $\text{tr} \mathbf{X}$.

\textbf{Multi-index notation}

For any pair of vectors $\alpha, \beta \in \mathbb{N}^n$ and scalar $c \in \mathbb{N}$, we define $\alpha + \beta, \alpha \cdot \beta, c\alpha$ entrywise. We also define the orderings $\alpha \leq \beta$ and $\alpha \preceq \beta$ where we say $\alpha \leq \beta$ if for each $i$, $\alpha_i \leq \beta_i$, and $\alpha \preceq \beta$ if for each $i$, $\alpha_i$ is either 0 or $\beta_i$. We denote by $|\alpha|_0$ the number of nonzero entries of $\alpha$ and by $|\alpha|_1$, the sum of entries of $\alpha$. For a boolean vector $\gamma \in \{0,1\}^n$, we define $1 - \gamma$ the vector with all its bits flipped.

\textbf{Derivatives}

For variables $Z_1, \ldots, Z_n$ and $\alpha \in \mathbb{N}^n$, define the monomial $Z^\alpha := \prod_{i=1}^n Z_i^{\alpha_i}$. This forms a standard basis for polynomials.

For $\alpha \in \mathbb{N}^n$, we define the linear operator $\nabla_\alpha$ that acts on polynomials by defining its action on the elements $Z^\beta$ as follows and then extend linearly to all polynomials.

\[
\nabla_\alpha(Z^\beta) = \begin{cases} 
Z^{\beta - \alpha} & \text{if } \alpha \preceq \beta \\
0 & \text{o.w.}
\end{cases}
\]

Informally, for a polynomial $f$ written as a linear combination of the standard basis
polynomials $Z^\beta$, $\nabla_\alpha(f)$ isolates the terms that precisely contain the powers $Z_i^{\alpha_i}$ for all $i$ such that $\alpha_i \neq 0$ and then truncates these powers. In other words, it’s the coefficient of $Z^\alpha$ in $f$. In particular, observe that $\nabla_\alpha(f)$ does not depend on $Z_i$ for any $i$ such that $\alpha_i \neq 0$.

Supose $f$ is multilinear, as we can assume in the Rademacher case when we are working with $Z_i \in \{-1, 1\}$. For $\alpha \in \{0, 1\}^n$ with nonzero indices $i_1, \ldots, i_k \in [n]$, we have $\nabla_\alpha(f) = \frac{\partial}{\partial Z_{i_1}} \cdots \frac{\partial}{\partial Z_{i_k}} f$. So this linear operator generalizes the partial derivative operator. But note that in general, $\nabla$ is not simply the standard partial derivative operator.

Matrix Analysis

Linear operators that act on polynomials can also be naturally defined to act on matrices by acting on each entry.

We define $I_m$ to be the $m \times m$ identity matrix. We drop the subscript when it’s clear. For matrices $F, G$, define $F \oplus G$ to be the matrix

$$
\begin{bmatrix}
0 & F \\
G & 0
\end{bmatrix}
$$

For a matrix $F$, define its Hermitian dilation $F$ as $F \oplus F^T$. Denote by $\preceq$ the Loewner order, that is, $A \preceq B$ for $A, B \in \mathbb{H}^n$ if and only if $B - A$ is positive semi-definite.

**Definition 2.2.1.** For a matrix $F$ and an integer $t \geq 0$, define the Schatten $2t$-norm as

$$
||F||_{2t}^2 = \text{tr}[(FF^T)^t]
$$

**Fact 2.2.2.** For real symmetric matrices $X_1, \ldots, X_n$, we have

$$(X_1 + \ldots + X_n)^2 \preceq n(X_1^2 + \ldots + X_n^2)$$

**Fact 2.2.3.** For positive semidefinite matrices $X, X_1, \ldots, X_n$ such that $X \preceq X_1 + \ldots + X_n$
and for any integer $t \geq 1$,

$$\text{tr}[X^t] \leq n^{t-1}(\text{tr}[X_1^t] + \ldots + \text{tr}[X_n^t])$$

**Proof.** By Hölder’s inequality, $n^{t-1}(\text{tr}[X_1^t] + \ldots + \text{tr}[X_n^t]) \geq (\|X_1\|_t^{\frac{t}{t}} + \ldots + \|X_n\|_t^{\frac{t}{t}})^t$. By triangle inequality of Schatten norms, this is at least $\|X_1 + \ldots + X_n\|_t^t$. Finally, because $X_1 + \ldots + X_n \succeq X \succeq 0$, we can use the monotonicity of trace functions (see [174, Proposition 1]) where we use the increasing function $f(x) = x^t$ on $x \in [0, \infty)$. This proves the result. ■

**Lemma 2.2.4** (Jensen’s operator trace inequality). [89, Corollary 2.5] Let $f$ be a convex, continuous function defined on an interval $I$ and suppose that $0 \in I$ and $f(0) \leq 0$. Then, for all integers $m, n \geq 1$, for every tuple $B_1, \ldots, B_n$ of real symmetric $m \times m$ matrices with spectra contained in $I$ and every tuple $A_1, \ldots, A_n$ of $m \times m$ matrices with $\sum_{i=1}^n A_i A_i^T \preceq I$, we have

$$\text{tr}[f(\sum_{i=1}^n A_i^T B_i A_i)] \leq \text{tr}[\sum_{i=1}^n A_i^T f(B_i) A_i]$$

### 2.3 The basic framework for Rademacher random variables

Let $Z = (Z_1, \ldots, Z_n)$ be sampled uniformly from $\{-1, 1\}^n$. We will consider matrix-valued functions $F : \{-1, 1\}^n \to \mathbb{R}^{\mathcal{I} \times \mathcal{J}}$, with rows and columns indexed by arbitrary sets $\mathcal{I}, \mathcal{J}$ respectively such that for all $I \in \mathcal{I}, J \in \mathcal{J}$,

$$F[I, J] = f_{I,J}(Z)$$

where $f_{I,J}$ are polynomials of $Z_1, \ldots, Z_n$. Since $Z_i \in \{-1, 1\}$, we can assume without loss of generality that $f_{I,J}$ are multilinear. Let $d_p$ be the maximum degree of any $f_{I,J}$ in $F$. In this section, we will give a general framework using which we can obtain bounds on $\mathbb{E} \|F - \mathbb{E} F\|_{2t}^{2t}$ for any integer $t \geq 1$. 
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Theorem 2.1.2 (Rademacher recursion). Let $F : \{-1, 1\}^n \to \mathbb{R}^I \times J$ be a matrix valued polynomial function of degree at most $d_p$. Then, for each natural number $t \geq 1$,

$$
\mathbb{E} \| F - \mathbb{E} F \|_{2t}^2 \leq \sum_{1 \leq a + b \leq d_p} (16td_p)^{(a+b) \cdot t} \cdot \| \mathbb{E} F_{a,b} \|_{2t}^2,
$$

where $F_{a,b}$ is a matrix of partial derivatives indexed by the sets $I \times \{0, 1\}^n$ and $J \times \{0, 1\}^n$ with

$$
F_{a,b}[(\cdot, \alpha), (\cdot, \beta)] = \begin{cases} 
\nabla_{\alpha+\beta}(F) & \text{if } |\alpha| = a, |\beta| = b, \alpha \cdot \beta = 0 \\
0 & \text{otherwise}
\end{cases}
$$

Remark 2.3.1. Note that while the matrices $F_{a,b}$ are stated above as having rows and columns indexed by $I \times \{0, 1\}^n$ and $J \times \{0, 1\}^n$ for convenience, we only need to consider the submatrices with $|I| \cdot \binom{n}{a}$ rows and $|J| \cdot \binom{n}{b}$ columns, since all other entries will be zero (when $|\alpha| \neq a$ or $|\beta| \neq b$).

Remark 2.3.2. To obtain high probability norm bounds from moment estimates, we can set $t = \text{polylog}(n)$ and invoke Markov’s inequality. Since we do not attempt to optimize the dependence on the logarithmic factors, we do not attempt to optimize the exponent of $t$ in the main theorem.

To prove this, we will prove Lemma 2.3.3 and then recursively apply it.

For each $i \leq n$, define the random vector

$$
Z^{(i)} := (Z_1, \ldots, Z_{i-1}, \tilde{Z}_i, Z_{i+1}, \ldots, Z_n)
$$

where $\tilde{Z}_i$ is an independent copy of $Z_i$, that is, is independently resampled from $\{-1, 1\}$.

Let $X := F - \mathbb{E} F$. When the input is $Z$, we denote the matrices as $F, X$, etc and when the input is $Z^{(i)}$, denote the corresponding matrices as $F^{(i)}, X^{(i)}$, etc. That is, for $I \in I, J \in J$, we have $F^{(i)}[I, J] = f_{I,J}(Z^{(i)})$. Define $X_{a,b} = F_{a,b} - \mathbb{E} F_{a,b}$.
Lemma 2.3.3. For integers $a, b \geq 0$, we have

$$
\mathbb{E} \left\| X_{a,b} \right\|_{2t}^{2t} \leq (16td_p)^t \left( \mathbb{E} \left\| X_{a,b+1} \right\|_{2t}^{2t} + \mathbb{E} \left\| X_{a+1,b} \right\|_{2t}^{2t} + \mathbb{E} \left\| F_{a,b+1} \right\|_{2t}^{2t} + \mathbb{E} \left\| F_{a+1,b} \right\|_{2t}^{2t} \right)
$$

Using this lemma, we can complete the proof of the main theorem.

Proof of Theorem 2.1.2. Observing that $X$ is a principal submatrix of $X_{0,0}$ with all other entries being 0, we can apply Lemma 2.3.3 repeatedly until $X_{a,b} = 0$, which will be the case if $a + b > d_p$.

In the rest of this section, we will prove Lemma 2.3.3. We start with a basic fact. Let $e_i \in \{0, 1\}^n$ be the vector with a unique nonzero entry $(e_i)_i = 1$.

Proposition 2.3.4. For a multilinear polynomial $f(Z) = f(Z_1, \ldots, Z_n)$, we have

$$
f(Z) - f(Z^{(i)}) = (Z_i - \bar{Z}_i) \cdot \nabla e_i f(Z)
$$

Proof of Lemma 2.3.3. Consider the Hermitian dilation $\overline{F}_{a,b} = F_{a,b} \oplus F_{a,b}^T$. Define $\overline{X}_{a,b} = F_{a,b} - \mathbb{E} F_{a,b} = X_{a,b} \oplus X_{a,b}^T$. By Theorem 2.1.1 applied to $\overline{X}_{a,b}$,

$$
\mathbb{E} \text{tr} \left[ \overline{X}_{a,b}^{2t} \right] \leq (2(2t - 1))^t \mathbb{E} \text{tr} \left[ V_{a,b}^{2t} \right]
$$

where $V_{a,b}$ is the variance proxy

$$
V_{a,b} = \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}[\overline{(X_{a,b} - \overline{X}_{a,b}^{(i)})}^2 | Z]
$$

Firstly, by a simple computation,

$$
\mathbb{E} \text{tr} \left[ \overline{X}_{a,b}^{2t} \right] = \mathbb{E} \text{tr} \left[ (X_{a,b}X_{a,b}^T)^t \right] + \mathbb{E} \text{tr} \left[ (X_{a,b}^T X_{a,b})^t \right] = 2 \mathbb{E} \left\| X_{a,b} \right\|_{2t}^{2t}
$$
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\[
V_{a,b} = \frac{1}{2} \sum_{i=1}^{n} \mathbb{E}[(X_{a,b} - \bar{X}_{a,b}^{(i)})^2 | Z]
\]

\[
= \frac{1}{2} \sum_{i=1}^{n} \mathbb{E} \left[ \begin{pmatrix} (X_{a,b} - X_{a,b}^{(i)})(X_{a,b} - X_{a,b}^{(i)})^\top & 0 \\ 0 & (X_{a,b} - X_{a,b}^{(i)})^\top (X_{a,b} - X_{a,b}^{(i)}) \end{pmatrix} | Z \right]
\]

\[
= \frac{1}{2} \left[ \sum_{i=1}^{n} \mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})(F_{a,b} - F_{a,b}^{(i)})^\top | Z] 0 \\ 0 \sum_{i=1}^{n} \mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})^\top (F_{a,b} - F_{a,b}^{(i)}) | Z] \right]
\]

We will use the following claim that we will prove later.

**Claim 2.3.5.** We have the following relations.

\[
\sum_{i=1}^{n} \mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})(F_{a,b} - F_{a,b}^{(i)})^\top | Z] = 2(b + 1) F_{a,b+1} F_{a,b+1}^\top
\]

\[
\sum_{i=1}^{n} \mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})^\top (F_{a,b} - F_{a,b}^{(i)}) | Z] = 2(a + 1) F_{a+1,b} F_{a+1,b}^\top
\]

This gives \( \mathbb{E} \text{tr} [V_{a,b}^t] = (b + 1)^t \mathbb{E} \|F_{a,b+1}\|_{2t}^{2t} + (a + 1)^t \mathbb{E} \|F_{a+1,b}\|_{2t}^{2t} \). Therefore, we get

\[
2 \mathbb{E} \|X_{a,b}\|_{2t}^{2t} = \mathbb{E} \text{tr} [\bar{X}_{a,b}^{2t}]
\]

\[
\leq (2(2t - 1))^t \mathbb{E} \text{tr} [V_{a,b}^t]
\]

\[
\leq (2(2t - 1))^t ((b + 1)^t \mathbb{E} \|F_{a,b+1}\|_{2t}^{2t} + (a + 1)^t \mathbb{E} \|F_{a+1,b}\|_{2t}^{2t})
\]

\[
\leq (2(2t - 1))^t ((b + 1)^t \mathbb{E} \|X_{a,b+1} + \mathbb{E} F_{a,b+1}\|_{2t}^{2t} + (a + 1)^t \mathbb{E} \|X_{a+1,b} + \mathbb{E} F_{a+1,b}\|_{2t}^{2t})
\]

\[
\leq (16t)^t ((b + 1)^t \mathbb{E} \|X_{a,b+1}\|_{2t}^{2t} + \mathbb{E} \|F_{a,b+1}\|_{2t}^{2t}) + (a + 1)^t (\mathbb{E} \|X_{a+1,b}\|_{2t}^{2t} + \mathbb{E} \|F_{a+1,b}\|_{2t}^{2t})
\]

\[
\leq (16td)^t (\mathbb{E} \|X_{a,b+1}\|_{2t}^{2t} + \mathbb{E} \|F_{a,b+1}\|_{2t}^{2t} + \mathbb{E} \|X_{a+1,b}\|_{2t}^{2t} + \mathbb{E} \|F_{a+1,b}\|_{2t}^{2t})
\]

\[
\]

It remains to prove the claim.
Proof of Claim 2.3.5. We will prove the first equality. The second one is analogous. For \( I \in \mathcal{I}, J \in \mathcal{J}, \alpha, \beta \in \{0, 1\}^n \), we have

\[
(F_{a,b} - F_{a,b}^{(i)})([I, \alpha], [J, \beta]) = \begin{cases} 
\nabla_{\alpha+\beta}(f_{I,J}(Z) - f_{I,J}(Z^{(i)})) & \text{if } |\alpha|_0 = a, |\beta|_0 = b, \alpha \cdot \beta = 0 \\
0 & \text{o.w.}
\end{cases}
\]

By Proposition 2.3.4, the first expression simplifies to \((Z_i - \tilde{Z}_i)\nabla_{e_i} \nabla_{\alpha+\beta} f_{I,J}(Z)\). Define the matrix \( F_{a,b,i} \) to be the matrix with the same set of rows and columns as \( F_{a,b} \) and whose only nonzero entries are given by

\[
F_{a,b,i}([I, \alpha], [J, \beta + e_i]) = \nabla_{e_i} \nabla_{\alpha+\beta} f_{I,J}(Z) \text{ if } |\alpha|_0 = a, |\beta|_0 = b, \beta \cdot e_i = 0, \alpha \cdot (\beta + e_i) = 0
\]

Then, it’s easy to see that \( \sum_{i=1}^n F_{a,b,i} F_{a,b,i}^T = (b+1)F_{a,b+1} F_{a,b+1}^T \) and \( (F_{a,b} - F_{a,b}^{(i)}) (F_{a,b} - F_{a,b}^{(i)})^T = (Z - \tilde{Z}_i)^2 F_{a,b,i} F_{a,b,i}^T \). The latter equality implies

\[
\mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})(F_{a,b} - F_{a,b}^{(i)})^T | Z] = \mathbb{E}[(Z_i - \tilde{Z}_i)^2 F_{a,b,i} F_{a,b,i}^T | Z] = 2F_{a,b,i} F_{a,b,i}^T
\]

Therefore,

\[
\sum_{i=1}^n \mathbb{E}[(F_{a,b} - F_{a,b}^{(i)})(F_{a,b} - F_{a,b}^{(i)})^T | Z] = 2 \sum_{i=1}^n F_{a,b,i} F_{a,b,i}^T = 2(b+1)F_{a,b+1} F_{a,b+1}^T
\]

\[\blacksquare\]

2.4 Applications

To illustrate our framework, we apply it to obtain concentration bounds for nonlinear random matrices that have been considered in the literature before. The first one is a simple tensor network that arose in the analysis of spectral algorithms for a variant of principal components
analysis (PCA) [99, 92]. The second application is to obtain norm bounds on dense graph matrices [149, 1]. In the second application, the norm bounds are governed by a combinatorial structure called the minimum vertex separator of a shape. We will see how this notion arises naturally under our framework, while prior works that derived such bounds used the trace power method and required nontrivial combinatorial insights.

2.4.1 A simple tensor network

We consider the following result from [99, 92].

**Lemma 2.4.1** ([92], Theorem 6.7.1). Let \( c \in \{1, 2\} \) and let \( d \geq 1 \) be an integer. Let \( A_1, \ldots, A_{n^c} \) be i.i.d. random matrices uniformly sampled from \( \{-1, 1\}^{n^d \times n^d} \). Then, with probability \( 1 - O(n^{-100}) \),

\[
\left\| \sum_{k \leq n^c} A_k \otimes A_k - \mathbb{E} \sum_{k \leq n^c} A_k \otimes A_k \right\| \leq C \sqrt{dn(2d+c)/2} (\log n)^{1/2}
\]

for an absolute constant \( C > 0 \).

Using our framework, we will prove a slightly relaxed version of the inequality where \( \sqrt{d}(\log n)^{1/2} \) is replaced by \( \log n \). We remark that we have not attempted to optimize these extra factors in front of the dominating term \( n(2d+c)/2 \), so it’s plausible that a more careful analysis can obtain a slightly better bound.

**Proof of the relaxed bound.** Let the \( i, j \)-th entry of \( A_k \) be \( a_{k, i, j} \). Let \( F = \sum_{i \leq n^c} A_k \otimes A_k - \mathbb{E} \sum_{i \leq n^c} A_k \otimes A_k \) be a random matrix on the variables \( a_{k, i, j} \) for \( k \leq n^c, i, j \leq n^d \). So \( \mathbb{E} F = 0 \) and we are looking for bounds on \( \|F\| \). The entries are given by

\[
F[(i_1, i_2), (j_1, j_2)] = \begin{cases} 
\sum_{k \leq n^c} a_{k, i_1, j_1} a_{k, i_2, j_2} & \text{if } (i_1, j_1) \neq (i_2, j_2) \\
0 & \text{if } (i_1, j_1) = (i_2, j_2)
\end{cases}
\]
The nonzero entries are homogeneous polynomials of degree 2. Using Theorem 2.1.2,

\[ E \|F\|_{2t}^2 \leq (32t)^{2t}(\|E F_{2.0}\|_{2t}^{2t} + \|E F_{1.1}\|_{2t}^{2t} + \|E F_{0.2}\|_{2t}^{2t}) \]

We will consider each of these terms. In the following arguments, we restrict attention to indices \(i_1, i_2, j_1, j_2\) such that \((i_1, j_1) \neq (i_2, j_2)\).

1. \(E F_{2.0}\) has nonzero entries in row \(((i_1, i_2), (k, i_1, j_1), (k, i_2, j_2))\) and column \((j_1, j_2)\) and all these entries are 1. The Schatten norm does not change when we permute the rows and columns. So, we can group the rows on \(k, i_1, i_2\) and within each group, we can sort \(j_1, j_2\) in both rows and columns. We get a matrix having \(n^{2d+c}\) identity matrices, each of dimensions \(n^{2d} \times n^{2d}\), stacked on top of each other. Using the definition, the Schatten-2 norm of this matrix is easily computed to be \(\|E F_{2.0}\|_{2t}^{2t} = n^{c+4d}n^t(2d+c)\).

2. \(E F_{1.1}\) has nonzero entries in either row \(((i_1, i_2), (k, i_1, j_1))\) and column \(((j_1, j_2), (k, i_2, j_2))\); or row \(((i_1, i_2), (k, i_2, j_2))\) and column \(((j_1, j_2), (k, i_1, j_1))\) and all these entries are 1. So we can write \(E F_{1.1} = A + B\) corresponding to the 2 sets of entries. Arguing just as in the previous case, we can obtain \(\|A\|_{2t}^{2t} = n^{c+4d}n^t(2d+c)\) where we group the rows on \(k, i_2, j_1\) and \(\|B\|_{2t}^{2t} = n^{c+4d}n^t(2d+c)\) where we group the rows on \(k, i_1, j_2\). Therefore, \(\|E F_{1.1}\|_{2t}^{2t} \leq 2^{2t}(\|A\|_{2t}^{2t} + \|B\|_{2t}^{2t}) = 2^{2t+1}n^{c+4d}n^t(2d+c)\).

3. The case \(E F_{0.2}\) is identical to \(E F_{2.0}\).

Putting them together, \(E \|F\|_{2t}^{2t} \leq (C' t)^{2t} n^{c+4d}n^t(2d+c)\) for an absolute constant \(C' > 0\).

Now, we apply Markov’s inequality to get

\[
Pr[\|F - E F\| \geq \theta] \leq Pr[\|F - E F\|_{2t}^{2t} \geq \theta^{2t}] \leq \theta^{-2t} E \|F - E F\|_{2t}^{2t} \leq \theta^{-2t} (C' t)^{2t} n^{c+4d}n^t(2d+c)
\]
We now set $\theta = \varepsilon^{-1/(2t)}(C't)n^{(c+4d)/t}n^{(2d+c)/2}$ to make this expression at most $\varepsilon$. Plug in $\varepsilon = n^{-100}$ and set $t = \log n$ to obtain that $\|F - \mathbb{E}F\| \leq Cn^{(2d+c)/2}\log n$ holds with probability $1 - n^{-100}$, where $C > 0$ is an absolute constant.

2.4.2 Graph matrices

In this section, we first define graph matrices and then show how to obtain norm bounds for dense graph matrices, i.e. the case when $G \sim \mathcal{G}_{n,1/2}$, using our framework. Handling sparse graph matrices, i.e. the case when $G \sim \mathcal{G}_{n,p}$ for $p = o(1)$, may not work well with our basic framework as we will explain in Section 2.5. Instead, our general framework in Section 2.6 will handle this case well and we obtain sparse graph matrix norm bounds in Section 2.8.

Definitions

Define by $\mathcal{G}_{n,p}$ the Erdős-Rényi random graph on the vertex set $[n]$ with $n$ vertices, where each edge is present independently with probability $p$. Let the graph be encoded by variables $G_{i,j} \in \Omega = \{-\sqrt{\frac{1-p}{p}}, \sqrt{\frac{p}{1-p}}\}$ where $-\sqrt{\frac{1-p}{p}}$ indicates the presence of the edge $\{i, j\}$ and $\sqrt{\frac{p}{1-p}}$ indicates absence, for all $1 \leq i, j \leq n$.

So, each $G_{i,j}$ for $i < j$ is sampled from $\Omega$ where $G_{i,j}$ takes the value $-\sqrt{\frac{1-p}{p}}$ with probability $p$ and takes the value $\sqrt{\frac{p}{1-p}}$ otherwise. Here, $\Omega$ has been normalized so that $\mathbb{E}_{x \sim \Omega}[x] = 0, \mathbb{E}_{x \sim \Omega}[x^2] = 1$. as is standard in $p$-biased Fourier analysis.

When $p = 1/2$, we are in the setting of dense graph matrices. Then, $\mathcal{G}_{n,1/2}$ can be thought of as a sampling of the $G_{i,j}, i < j$ independently and uniformly from $\Omega = \{-1, 1\}$.

For a set of edges $E \subseteq \binom{[n]}{2}$, define $G_E := \prod_{e \in E} G_e$. When $p = 1/2$, the $G_E$ correspond to the Fourier basis for functions of the graph.

Define $\mathcal{I}$ to be the set of sub-tuples of $[n]$, including the empty tuple. Graph matrices will have rows and columns indexed by $\mathcal{I}$. Each graph matrix has a succinct representation as a graph with some extra information, that is called a shape.
Definition 2.4.2 (Shape). A shape is a tuple \( \tau = (V(\tau), E(\tau), U_\tau, V_\tau) \) where \( (V(\tau), E(\tau)) \) is a graph and \( U_\tau, V_\tau \) are ordered subsets of the vertices.

Definition 2.4.3 (Realization). Given a shape \( \tau \), a realization of \( \tau \) is an injective map \( \varphi : V(\tau) \to [n] \).

Definition 2.4.4 (Graph matrices). Let \( \tau \) be a shape. Corresponding to \( \tau \), the graph matrix \( M_\tau : \mathbb{R}^{I \times I} \) is defined to be the matrix-valued function with \( I, J \)-th entry defined as follows.

\[
M_\tau[I, J] := \sum_{\text{Realization } \varphi \atop \varphi(U_\tau) = I, \varphi(V_\tau) = J} G_{\varphi(E(\tau))} = \sum_{\text{Realization } \varphi \atop \varphi(U_\tau) = I, \varphi(V_\tau) = J} \prod_{(u,v) \in E(\tau)} G_{\varphi(u), \varphi(v)}
\]

In other words, we sum over all realizations of \( \tau \) that map \( U_\tau, V_\tau \) to \( I, J \) respectively and for each such realization, we have a term corresponding to the Fourier character that the realization gives.

Figure 2.3: Left: Shape corresponding to adjacency matrix, Right: Example of a more complicated shape

The following examples illustrate some simple graph matrices.

Example 2.4.5 (Adjacency matrix). Let \( \tau \) be the shape on the left in Fig. 2.3, with two vertices \( V(\tau) = \{u, v\} \) and a single edge \( E(\tau) = \{\{u, v\}\} \). \( U_\tau, V_\tau \) are \( (u), (v) \) respectively.
where we use tuples to indicate ordering. Then \( M_\tau \) has nonzero entries 
\[ M_\tau[i, (j)](G) = G_{i,j} \] for all \( i \neq j \). If \( G \in \{\pm 1\}^{(n)} \) is thought of as a graph, then \( M_\tau \) has as principal submatrix the \( \pm 1 \) adjacency matrix of \( G \) with zeros on the diagonal, and the other entries are 0.

**Example 2.4.6.** In Fig. 2.3, consider the shape \( \tau \) on the right. We have \( U_\tau = (u_1, u_2), V_\tau = (v_1) \), \( V(\tau) = \{u_1, u_2, v_1, w_1\} \) and \( E(\tau) = \{\{u_1, w_1\}, \{u_2, w_1\}, \{w_1, v_1\}\} \). \( M_\tau \) is a matrix with rows and columns indexed by sub-tuples of \([n]\). Its nonzero entries are in rows \( I \) and columns \( J \) with \( |I| = |U_\tau| = 2 \) and \( |J| = |V_\tau| = 1 \) respectively. More specifically, for all distinct \( a_1, a_2, b_1 \), the entry corresponding to row \((a_1, a_2)\) and column \((b_1)\) is 
\[ \sum_{c_1 \in [n] \backslash \{a_1, a_2, b_1\}} G_{a_1, c_1} G_{a_2, c_1} G_{c_1, b_1}. \] Here, each term is obtained via the realization \( \varphi \) that maps \( u_1, u_2, w_1, v_1 \) to \( a_1, a_2, c_1, b_1 \) respectively. Succinctly,

\[
M_\tau = \begin{pmatrix}
            \cdots \sum_{c_1 \in [n] \backslash \{a_1, a_2, b_1\}} G_{a_1, c_1} G_{a_2, c_1} G_{c_1, b_1} \\
            \vdots \\
            \vdots \\
            \vdots
\end{pmatrix}
\]

Intuitively, graph matrices are symmetrizations of the Fourier basis, where the symmetry is incorporated by summing over all realizations of “free” vertices \( V(\tau) \setminus U_\tau \setminus V_\tau \) of the shape \( \tau \). For more examples of graph matrices and why they can be a useful tool to work with, see [1].

**Norm bounds for dense graph matrices**
In this section, we study the concentration of the so-called “dense graph matrices” which is a term that refers to graph matrices \( M_\tau \) in the setting \( p = 1/2 \). Since the edges of a random
graph sampled from $G_{n,1/2}$ can be viewed as independent Rademacher random variables, we can apply our framework in this setting.

In particular, we will obtain bounds on $\mathbb{E} \| M_\tau - \mathbb{E} M_\tau \|_{2t}^2$. The $G_{i,j} \in \{-1,1\}$ correspond to the $Z_i$s in Section 2.3 and for a fixed shape $\tau$, $M_\tau$ will be the matrix $F$ we are interested in analyzing. For $I, J \in \mathcal{I}$, $M_\tau[I,J]$ is a nonzero polynomial only when there exists at least one realization of $\tau$ that maps $U_\tau, V_\tau$ to $I, J$ respectively. In particular, we must have $|I| = |U_\tau|$ and $|J| = |V_\tau|$. In this case, $M_\tau[I,J]$ is a homogenous polynomial of degree $|E(\tau)|$.

By Theorem 2.1.2, we have

$$\mathbb{E} \| M_\tau - \mathbb{E} M_\tau \|_{2t}^2 \leq \sum_{a+b \geq 1 \atop a,b \geq 0} (16t|E(\tau)|)^{(a+b)t} \| \mathbb{E} M_{\tau,a,b} \|_{2t}^{2t}$$

where for integers $a, b \geq 0$, $M_{\tau,a,b}$ is defined to be the matrix with rows and columns each indexed by $\mathcal{I} \times \{0,1\}^{(n)}$ such that for all $I, J \in \mathcal{I}$, we have

$$M_{\tau,a,b}[(I, \alpha), (J, \beta)] = \begin{cases} \nabla_{\alpha+\beta} M_\tau[I,J] & \text{if } |\alpha|_0 = a, |\beta|_0 = b, \alpha \cdot \beta = 0 \\ 0 & \text{otherwise} \end{cases}$$

For any multilinear homogenous polynomial $f$ of degree $d$, since $\mathbb{E}[G_{i,j}] = 0$ for all $i, j$, we have $\nabla_\alpha f = 0$ whenever $|\alpha|_0 < d$. Therefore, $\mathbb{E} M_{\tau,a,b} = 0$ for all $a + b < |E(G)|$. Moreover, $\mathbb{E} M_{\tau,a,b} = 0$ whenever $a + b \neq |E(G)|$ otherwise $\mathbb{E} M_{\tau,a,b} = M_{\tau,a,b}$. So, we can further simplify the above expression to

$$\mathbb{E} \| M_\tau - \mathbb{E} M_\tau \|_{2t}^2 \leq \sum_{a+b = |E(\tau)| \atop a,b \geq 0} (16t|E(\tau)|)^{|E(\tau)|t} \| \mathbb{E} M_{\tau,a,b} \|_{2t}^{2t}$$

It remains to analyze $\| M_{\tau,a,b} \|_{2t}^{2t}$ for $a + b = |E(G)|$. We will see that analyzing these matrices is much simpler since they are deterministic matrices and simple computations.
using the Frobenius norm bound will work well. To state our final bounds, we need to define
the notion of vertex separators of shapes.

Remark 2.4.7. As we will see, when analyzing the Frobenius norms for these deterministic
matrices, the notion of the minimum vertex separator arises naturally. In prior trace method
calculations (e.g. [149], [1]), this required ingenious combinatorial observations.

Definition 2.4.8 (Vertex separator). For a shape $\tau$, define a vertex separator to be a subset
of vertices $S \subseteq V(\tau)$ such that there is no path from $U_\tau$ to $V_\tau$ in $\tau \setminus S$, which is the shape
obtained by deleting all the vertices of $S$ (including all edges they’re incident on).

For a shape $\tau$, denote by $S_\tau$ a vertex separator of the smallest size. Also, let $I_\tau$ be the
set of isolated vertices (vertices with degree 0) in $V(\tau) \setminus U_\tau \setminus V_\tau$, so the presence of these
vertices essentially scale the matrix by a scalar factor.

Theorem 2.4.9. For a shape $\tau$ and any integer $t \geq 1$,

$$
\mathbb{E} \|M_\tau - \mathbb{E} M_\tau\|_2^2 \leq \left( C^t |E(\tau)| n |V(\tau)| t |E(\tau)| 2^t |E(\tau)| \right) n^t (|V(\tau)| - |S_\tau| + |I_\tau|)
$$

for an absolute constant $C > 0$.

Up to lower order terms, the same result has been shown before in [149, 1]. To interpret
this bound, assume that $\tau$ has a constant number of vertices. By setting $t \approx \text{polylog}(n)$, we
get

$$
\|M_\tau\| = \tilde{O} \left( \sqrt{n} |V(\tau)| - |S_\tau| + |I_\tau| \right)
$$

with high probability, where $\tilde{O}$ hides logarithmic factors. This is obtained by applying
Markov’s inequality on the bound on $\mathbb{E} \|M_\tau\|_2^2$. If $\tau$ has at least one edge, then $\mathbb{E} M_\tau = 0$
and Theorem 2.4.9 yields such bounds. If $\tau$ has no edges, then it’s quite simple to obtain such
a bound and we include it in Lemma 2.4.10 for the sake of completeness. Corollary 2.4.11
makes precise the high probability bound above. Therefore, this power of $n$ is essentially what controls the norm bound and this is utilized heavily in applications (e.g. [16, 80, 175]).

**Proof of Theorem 2.4.9.** We first argue that we can assume $I_\tau = \emptyset$. This is because of the following reason. Each distinct vertex in $\tau$ of degree 0 essentially scales the matrix by a factor of at most $n$. And in the right hand side of the inequality, each vertex in $I_\tau$ contributes a factor of $n^{2t}$ accordingly, from $n^t|V(\tau)|$ and from $n^t|I_\tau|$, and the other changes only weaken the inequality.

Now, fix $a, b \geq 0$ such that $a + b = |E(\tau)|$ and consider $M_{\tau,a,b}$. For $I, J \in \mathcal{I}, \alpha, \beta \in \{0, 1\}^{(2)}$ such that $|\alpha|_0 = a, |\beta|_0 = b, \alpha \cdot \beta = 0$, by definition,

$$M_{\tau,a,b}[(I, \alpha), (J, \beta)] = \nabla_{\alpha+\beta} \left( \sum_{\varphi: \varphi(U_\tau)=I, \varphi(V_\tau)=J} \prod_{u,v \in E(\tau)} G_{\varphi(u), \varphi(v)} \right)$$

$$= |\{\varphi | \varphi(U_\tau) = I, \varphi(V_\tau) = J, \varphi(E(\tau)) = \text{Supp}(\alpha + \beta)\}|$$

where $\text{Supp}(\cdot)$ denotes the support. We will now obtain norm bounds on these deterministic matrices by reinterpreting them as graph matrices for different shapes.

Let $P = (E_1, E_2)$ denote the partition of $E(\tau) = E_1 \sqcup E_2$ into two ordered sets $E_1, E_2$, where $\sqcup$ denotes disjoint union. Then, we can write $M_{\tau,a,b} = \sum_{P \in \mathcal{P}} M_{\tau,a,b,P}$ where

$$M_{\tau,a,b,P}[(I, \alpha), (J, \beta)] = |\{\varphi | \varphi(U_\tau) = I, \varphi(V_\tau) = J, \varphi(E_1) = \text{Supp}(\alpha), \varphi(E_2) = \text{Supp}(\beta)\}|$$

Let the set of ordered partitions $P$ be $\mathcal{P}$. Then, $|\mathcal{P}| \leq (4|E(\tau)|)^{|E(\tau)|}$ and so, by Fact 2.2.3,

$$\|M_{\tau,a,b}\|_{2t}^{2t} \leq (4|E(\tau)|)^{|E(\tau)|} \sum_{P \in \mathcal{P}} \|M_{\tau,a,b,P}\|_{2t}^{2t}$$

Each $M_{\tau,a,b,P}$ can be interpreted as a graph matrix for a different shape $\tau_P$, with the same vertex set and no edges. Let $V(\tau_P) = V(\tau), E(\tau_P) = \emptyset$ and set $U_{\tau_P} = U_\tau \cup V(E_1), V(\tau_P) =$
\( V_\tau \cup V(E_2) \) using a canonical ordering. Then, \( M_{\tau,a,b} \) is equal to \( M_{\tau_p} \) up to renaming of the rows and columns. For an illustration, see Fig. 2.4.

![Figure 2.4: An example illustrating how \( \tau_p \) is defined. In this example, \( P \) constraints the blue and red edges to go to \( \alpha \) and \( \beta \) respectively. \( U_{\tau_p}, V_{\tau_p} \) have an ordering on the vertices (not shown here).](image)

This graph matrix has a block diagonal structure indexed by the realizations of the set of common vertices \( S = U_{\tau_p} \cap V_{\tau_p} \). Indeed, for \( K \in [n]^S \), let \( M_{\tau_p,K} \) be the block of \( M_{\tau_p} \) with \( \varphi(S) = K \). Then, \( M_{\tau_p,K}^T M_{\tau_p,K} = M_{\tau_p,K'}^T M_{\tau_p,K'} = 0 \) for \( K \neq K' \) and so,

\[
\mathbb{E} \left\| M_{\tau,a,b} \right\|_{2t}^{2t} \leq (4|E(\tau)|)^{t|E(\tau)|} \sum_{P \in \mathcal{P}} \sum_{T \in [n]^S} \left\| M_{\tau_p,T} \right\|_{2t}^{2t} \\
= (4|E(\tau)|)^{t|E(\tau)|} \sum_{P \in \mathcal{P}} \sum_{T \in [n]^S} \left( \left\| M_{\tau_p,T} \right\|_2^2 \right)^t \\
\leq (4|E(\tau)|)^{t|E(\tau)|} \sum_{P \in \mathcal{P}} \sum_{T \in [n]^S} \left( \left\| M_{\tau_p,T} \right\|_2^2 \right)^t
\]

where we bounded the Schatten norm by the appropriate power of the Frobenius norm.

For any fixed \( K \in [n]^S \), the entries of \( M_{\tau_p,K} \) take values in \( \{0,1\} \) and the number of nonzero entries is at most \( n|V(\tau)|-|S| \) because the realizations of vertices in \( S \) are fixed and the other vertices have at most \( n \) choices each. Therefore, \( \left\| M_{\tau_p,K} \right\|_2^2 \leq n|V(\tau)|-|S| \).

Finally, we bound \( |S| \) to estimate how large this term can be over all possibilities of \( P \). We argue that \( S \) blocks all paths from \( U_\tau \) to \( V_\tau \). To see this, consider any path from \( U_\tau \) to
V_\tau, it must contain an edge \((u, v) \in E(\tau)\) such that \(u \in U_{\tau P}, v \in V_{\tau P}\). We must either have \((u, v) \in E_1\), in which case \(u, v \in U_{\tau P}\) and \(v \in S\), or \((u, v) \in E_2\), in which case \(u, v \in V_{\tau P}\) and \(u \in S\). In either case, \(S\) must contain either \(u\) or \(v\). This argument implies \(S\) must be a vertex separator of \(\tau\), giving \(|S| \geq |S_\tau|\). For a proof by picture, see Fig. 2.5.

\[
\phi(S) \subseteq I \cup V(\alpha) \cup J \cup V(\beta)
\]

Figure 2.5: Proof by picture that \(|S| \geq |S_\tau|\). Green edges can occur in \(\tau\), orange edges cannot, so \(S\) blocks all paths from \(U_\tau\) to \(V_\tau\).

We also have the trivial upper bound \(|S| \leq |V(\tau)|\). Ultimately, this gives

\[
\|M_{\tau, a, b}\|_{2t}^2 \leq (4|E(\tau)|)^t|E(\tau)| \sum_{P \in P} \sum_{T \subseteq [n]^{S}} n^t(|V(\tau)|-|S_\tau|)
\]

\[
\leq (4|E(\tau)|)^t|E(\tau)| (4|E(\tau)|)^t|E(\tau)| n^t|V(\tau)| n^t(|V(\tau)|-|S_\tau|)
\]

Along with our prior discussion, we get

\[
E\|M_\tau - E M_\tau\|_{2t}^2 \leq \sum_{a+b=|E(\tau)|} (16t|E(\tau)|)^t|E(\tau)|^t \|M_{\tau, a, b}\|_{2t}^2
\]

\[
\leq \sum_{a+b=|E(\tau)|} (16t|E(\tau)|)^t(4|E(\tau)|)^t|E(\tau)| (4|E(\tau)|)^t|E(\tau)| n^t|V(\tau)| n^t(|V(\tau)|-|S_\tau|)
\]

\[
\leq \left( C^{t|E(\tau)|} n^{|V(\tau)|} t^{|E(\tau)|} |E(\tau)|^{2t|E(\tau)|} \right) n^t|V(\tau)| - |S_\tau|
\]

for an absolute constant \(C > 0\).

In the proof above, our analysis of the shape \(\tau_P\) which has no edges, applies in general
to any shape $\tau$ with no edges. For the sake of completeness, we state it explicitly in the following lemma.

**Lemma 2.4.10.** For a shape $\tau$ with no edges and any integer $t \geq 1$,

$$
\mathbb{E} \|M_\tau\|_{2t}^{2t} \leq n^{t|V(\tau)| - |U_\tau \cap V_\tau| + |I_\tau|}
$$

Note that this has the same form as Theorem 2.4.9 because for a shape $\tau$ with no edges, the minimum vertex separator $S_\tau$ is just $U_\tau \cap V_\tau$.

The following corollary obtains high probability norm bounds for norms of graph matrices via Markov’s inequality.

**Corollary 2.4.11.** For a shape $\tau$, for any constant $\varepsilon > 0$, with probability $1 - \varepsilon$,

$$
\|M_\tau\| \leq (C |E(\tau)| \log(n|V(\tau)|/\varepsilon)) |E(\tau)| \cdot \sqrt{n|V(\tau)| - |S_\tau| + |I_\tau|}
$$

for an absolute constant $C > 0$.

**Proof.** If $E(\tau) = \emptyset$, we invoke Lemma 2.4.10. Otherwise, $\mathbb{E} M_\tau = 0$ and we invoke Theorem 2.4.9. By an application of Markov’s inequality,

$$
\Pr[\|M_\tau\| \geq \theta] \leq \Pr[\|M_\tau\|^{2t}_{2t} \geq \theta^{2t}] \\
\leq \theta^{-2t} \mathbb{E} \|M_\tau\|^{2t}_{2t} \\
\leq \theta^{-2t} \left((C' |E(\tau)| n|V(\tau)| t|E(\tau)| |E(\tau)|^{2t} |E(\tau)|) n^{t(|V(\tau)| - |S_\tau| + |I_\tau|)} \right)
$$

for an absolute constant $C' > 0$. We now set

$$
\theta = \left(\varepsilon^{-1/(2t)} (C'') |E(\tau)| / n|V(\tau)| / (2t) |E(\tau)| / 2 |E(\tau)| |E(\tau)| \right)^{1/2} \sqrt{n|V(\tau)| - |S_\tau| + |I_\tau|}
$$

for an absolute constant $C'' > 0$, to make this expression at most $\varepsilon$. Set $t = \frac{1}{2} \log(n|V(\tau)|/\varepsilon)$.
to complete the proof.

2.5 Why a naïve application of [172] may fail for general product distributions

In this section, we elaborate on the difficulties that arise when working with random variables that are not necessarily Rademacher. In this case, note that we cannot assume that the polynomial entries are multilinear as well.

To recall the setting, we are given a random matrix $F$ whose entries are low degree polynomials in random variables $Z_1, \ldots, Z_n$ which are independently sampled from arbitrary distributions. And we wish to obtain concentration bounds on how much $F$ can deviate from its mean, by way of controlling $\mathbb{E}\|F - \mathbb{E}F\|_{2t}^2$.

Building on the ideas from Section 2.3, we could attempt to use matrix Efron-Stein, Theorem 2.1.1 and hope to obtain a similar recursion framework. We now discuss what happens if we do this. Assume $\mathbb{E}[Z_i] = 0$, $\mathbb{E}[Z_i^2] = 1$. We can proceed similar to the proof of Theorem 2.1.2. So, we consider $X$ as a principal submatrix of $X_{0,0}$ and follow through Lemma 2.3.3. The main change will happen in Claim 2.3.5. In particular, the equation $\mathbb{E}[Z_i - E_i]^2|Z_i] = 2$ is no longer true. Instead, we will have $\mathbb{E}[Z_i - E_i]^2|Z_i] = 1 + Z_i^2$. So,

$$n \sum_{i=1}^n (1 + Z_i^2)F_{a,b,i}F_{a,b,i}^T = \sum_{i=1}^n F_{a,b,i}F_{a,b,i}^T + \sum_{i=1}^n Z_i^2 F_{a,b,i}F_{a,b,i}^T$$

The first term can been handled just as in the basic framework. Unfortunately, the second term will be a source of difficulty. To get around this difficulty, we could attempt to apply the matrix Efron-Stein inequality again on an appropriately constructed matrix. To do this, we can interpret the second term as having been obtained after differentiating with respect to the variable $Z_i$ and then putting the variable back. In contrast, we didn’t need to
put it back when working with Rademacher random variables. But after we do this, when we recurse on these extra matrices, the new second term will contain the left hand side as a sub-term, thereby giving a trivial inequality and stalling the recursion.

To see this more clearly, consider the simplest case \( a = b = 0 \). Then, the first term
\[
\sum_{i=1}^{n} F_{a,b,i} F_{a,b,i}^T
\]
will be equal to \( F_{0,1} F_{0,1}^T \) as we saw earlier. To evaluate the second term
\[
\sum_{i=1}^{n} Z_i^2 F_{a,b,i} F_{a,b,i}^T
\]
in a similar manner, we define the matrix \( H \) to be the same as \( F_{0,1} \) except that each entry is now multiplied by \( Z_i \) where \( i \) is the differentiated variable in the column. That is, \( H[I, (J, e_i)] = Z_i F_{0,1}[I, (J, e_i)] \). Observe that in the definition of \( H \), \( Z_i \) has been put back after differentiating with respect to it. Then, the second term will be \( HH^T \) and we can hope to use Efron-Stein again on this matrix \( H \) recursively.

We could do that and proceed similarly to the proof of Lemma 2.3.3 with appropriate modifications as above. But since \( \beta_i = 1 \) already, differentiating with respect to \( Z_i \) and putting it back, will return the same matrix \( H \)! So, we end up with an inequality of the form
\[
E \|H\|_F^2 \leq O(t^4) (E \|H\|_F^2 + \text{other nonnegative terms})
\]
Indeed, this is a tautology and will not be useful to us.

For a quick and dirty bound, suppose we had a parameter \( L \) such that \( 1 + Z_i^2 \leq L \) for our distributions, then we will be able to obtain a similar framework while incurring a loss of \( \sqrt{L} \) at each step of the recursion. But unfortunately, this bound will be lossy. For example, if we do this computation for the centered normalized adjacency matrix of \( G \sim G_{n,p} \), we will obtain a norm bound of \( \tilde{O}( \sqrt{n(1-p)} ) \) where \( \tilde{O} \) hides logarithmic factors.. This bound is tight for constant or even inverse polylogarithmic \( p \). But for \( p = n^{-\theta} \) for some constant \( 0 < \theta < 1 \), this is not tight because in this regime, the true norm bound is known to be \( \tilde{O}(\sqrt{n}) \) (see the early works of [76, 208] and for tighter bounds, see [22] and references therein).

If we dig into the details of what happened, this example illustrates that the matrix Efron-Stein inequality Theorem 2.1.1 becomes a tautology for certain kinds of matrices, that
yield $\mathbf{V} = O(1)\mathbf{X}\mathbf{X}^\top + \text{other positive semidefinite matrices.}$

But in our framework in general, the aforementioned bad matrices occur when we differentiate with respect to variables that have already been differentiated on. In other words, the current definition of the variance proxy $\mathbf{V}$ doesn’t take into account whether we have already differentiated with respect to some variable $Z_i$. So, for the general recursion, we dive into the proof due to [172] and modify it using structural properties of the intermediate matrices we obtain in our framework.

### 2.6 The general recursion framework

We now assume $Z_1, \ldots, Z_n$ are i.i.d. random variables sampled from a distribution $\Omega$ with finite moments. We assume that they are identically distributed for simplicity but our technique easily extends even when they are not identically distributed, as long as they are independent. For each $i \leq n$, define $\tilde{Z}_i$ to be an independent copy of $Z_i$ and define the vector $Z^{(i)} := (Z_1, \ldots, Z_{i-1}, \tilde{Z}_i, Z_{i+1}, \ldots, Z_n)$. Define $Z'$ to be the random vector defined by sampling $i$ from $[n]$ uniformly at random and then setting $Z' = Z^{(i)}$.

Let $\mathbf{F} \in \mathbb{R}[Z]^{\mathcal{I} \times \mathcal{J}}$ be a matrix with rows and columns indexed by arbitrary sets $\mathcal{I}, \mathcal{J}$ respectively such that for all $I \in \mathcal{I}, J \in \mathcal{J}$, $\mathbf{F}[I, J]$ are polynomials of $Z_1, \ldots, Z_n$. Let $d_p$ the maximum degree of $\mathbf{F}[I, J]$ over all entries $I, J$ and let $d$ be the maximum degree of $Z_i$ over all entries $\mathbf{F}[I, J]$ and $i \leq n$.

Similar to the Rademacher case, let $\mathbf{X} := \mathbf{F} - \mathbb{E} \mathbf{F}$. When the input is $Z$, we denote the matrices as $\mathbf{F}, \mathbf{X}$, etc and when the input is $Z^{(i)}$, denote the corresponding matrices as $\mathbf{F}^{(i)}, \mathbf{X}^{(i)}$, etc. In this section, we will give a general framework using which we can obtain bounds on $\mathbb{E} \| \mathbf{F} - \mathbb{E} \mathbf{F} \|_{2t}^2$ for any integer $t \geq 1$.

We set up a few preliminaries in order to state the main theorem.

**Definition 2.6.1 (Space $\mathcal{S}$).** Let $\mathcal{S}$ be the space of mean-zero polynomials in $Z_1, \ldots, Z_n$ of degree at most $d_p$.
For $\alpha \neq 0$, we also define the centered monomials

$$\chi_\alpha(Z) = \prod_{\alpha_i > 0} (Z^{\alpha_i} - E[Z^{\alpha_i}])$$

By definition, $\chi_\alpha \in S$ for all $\alpha \neq 0, |\alpha|_1 \leq d_p$. The following proposition is straightforward.

**Proposition 2.6.2.** The set $\{\chi_\alpha(Z) | 1 \leq |\alpha|_1 \leq d_p\}$ forms a basis for $S$.

For the general framework, we work over this basis because as we will see in Section 2.7, the “inner kernel matrix” is convenient to state in this basis. The $\nabla$ operator also works nicely with our polynomials $\chi_\beta$. Indeed, observe that

$$\nabla_\alpha(\chi_\beta) = \begin{cases} \chi_\beta - \alpha & \text{if } \alpha \preceq \beta \\ 0 & \text{o.w.} \end{cases}.$$  

For a polynomial $f(Z)$ in $S$, denote by $\hat{f}(\alpha)$ the coefficient of $\chi_\alpha(Z)$ in the expansion of $f$, that is,

$$f(Z) = \sum_{0 \neq \alpha \in \mathbb{N}^n} \hat{f}(\alpha)\chi_\alpha(Z)$$

We can naturally extend this notation to matrices that have mean 0. So, we can write $X = \sum_{\alpha \neq 0} \hat{X}(\alpha)\chi_\alpha(Z)$ where $\hat{X}(\alpha)$ are deterministic matrices. In order to apply our recursion framework, we group this sum into terms based on $|\alpha|_0$. For $k \geq 1$, define

$$X_k = \sum_{|\alpha|_0 = k} \hat{X}(\alpha)\chi_\alpha(Z).$$

Then,

$$X = \sum_{k \geq 1} X_k$$

Note that when $k > d_p$, $X_k = 0$.

**Definition 2.6.3 (Indexing set $K$).** We define $K \subseteq \mathbb{N}^n \times \{0, 1\}^n$ to be the set of pairs $(\alpha, \gamma)$ such that $|\alpha|_1 \leq d_p, \alpha \in \mathbb{N}^n$ and $\gamma \leq \alpha, \gamma \in \{0, 1\}^n$.

Define the diagonal matrix $D_1 \in \mathbb{R}[Z]^{I \times K} \times \mathbb{R}[Z]^{I \times K}$ with nonzero entries

$$D_1[(I, \alpha, \gamma), (I, \alpha, \gamma)] = \sqrt{E[Z_2^{2\alpha \cdot (1-\gamma)}]}Z^{\alpha \cdot \gamma}$$
Similarly, define the diagonal matrix $D_2 \in \mathbb{R}[Z]^{J \times K} \times \mathbb{R}[Z]^{J \times K}$ with nonzero entries

$$D_2[(J, \alpha, \gamma), (J, \alpha, \gamma)] = \sqrt{\mathbb{E}[Z^{2\alpha \cdot (1-\gamma)}]} Z^{\alpha \cdot \gamma}$$

**Definition 2.6.4 (Matrices $G_{k,a,b}, F_{k,a,b}$).** For integers $k, a, b$ such that $k \geq 1, a, b \geq 0$, define the matrix $G_{k,a,b}$ to have rows and columns indexed by $I \times K$ and $J \times K$ respectively such that for all $(I, \alpha_1, \gamma_1) \in I \times K$, $(J, \alpha_2, \gamma_2) \in J \times K$,

$$G_{k,a,b}[(I, \alpha_1, \gamma_1), (J, \alpha_2, \gamma_2)] = \begin{cases} \nabla_{\alpha_1+\alpha_2} X_k[I,J] & \text{if } |\alpha_1|_0 = a, |\alpha_2|_0 = b, \alpha_1 \cdot \alpha_2 = 0 \\ 0 & \text{o.w.} \end{cases}$$

Also, define $F_{k,a,b} := D_1 G_{k,a,b} D_2$.

Note that when $k > d_p$, $F_{k,a,b} = 0$.

**Proposition 2.6.5.** For integers $k, a, b$ such that $k \geq 1, a, b \geq 0$, suppose $a + b < k$. Then each nonzero entry $f$ of $G_{k,a,b}$ has the property that $f(\alpha)$ is nonzero only when $|\alpha|_0 = k - a - b$

**Proof.** The nonzero entries of $X_k$ only have terms containing exactly $k$ variables and $\nabla_{\alpha_1+\alpha_2}$ either zeroes out the term, or it truncates exactly $|\alpha_1+\alpha_2|_0 = |\alpha_1|_0 + |\alpha_2|_0 = a + b$ variables.

This also immediately implies that $\mathbb{E}[G_{k,a,b}] = 0$ whenever $a + b < k$. Finally, when $k = a + b$, we have that $G_{k,a,b}$ is a deterministic matrix independent of the $Z_i$. These give rise to the matrices $F_{a+b,a,b}$ that appears in our main theorem.

We are now ready to state the main theorem.

**Theorem 2.6.6 (General recursion).** Let the tuple of random variables $Z$ and the function $F$ be as above. Then, for all integers $t \geq 1$,

$$\mathbb{E} \|F - \mathbb{E} F\|_{2t}^2 \leq \sum_{a,b \geq 0, a+b \geq 1} (C t^2 d d_p^4)^{(a+b)t} \mathbb{E} \|F_{a+b,a,b}\|_{2t}^2$$
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for an absolute constant $C > 0$.

Note that $\mathbf{F}_{a+b,a,b} = D_1 \mathbf{G}_{a+b,a,b} D_2$ where $D_1, D_2$ are diagonal matrices and $\mathbf{G}_{a+b,a,b}$ is a deterministic matrix that’s independent of $Z$. To analyze the expected Schatten norm of such matrices, we can resort to far simpler techniques. For instance, we can obtain a simple bound using an appropriate power of the Frobenius norm, and apply standard scalar concentration tools. We will see an example of this in Section 2.8.

**Remark 2.6.7.** We have made no attempts to optimize the factors in front of the expectation in Theorem 2.6.6, which we suspect can be improved.

We prove the main theorem by repeatedly applying the following technical lemma, the proof of which we defer to the next section.

**Lemma 2.6.8.** For all integers $t \geq 1$, integers $k \geq 1$, $a, b \geq 0$ such that $a + b < k$,

$$
\mathbb{E} \left\| \mathbf{F}_{k,a,b} \right\|_{2t}^2 \leq (C t^2 d d_p^2)^t \left( \mathbb{E} \left\| \mathbf{F}_{k,a,b+1} \right\|_{2t}^2 + \mathbb{E} \left\| \mathbf{F}_{k,a+1,b} \right\|_{2t}^2 \right)
$$

for an absolute constant $C > 0$.

Using this lemma, we can complete the proof of the main theorem.

**Proof of Theorem 2.6.6.** Using Fact 2.2.3, we have

$$
\mathbb{E} \left\| \mathbf{X} \right\|_{2t}^2 \leq d_p^2 \sum_{k=1}^{d_p} \mathbb{E} \left\| \mathbf{X}_k \right\|_{2t}^2.
$$

Note that for any $k \geq 1$, the matrix $\mathbf{X}_k$ is a principal submatrix of $\mathbf{F}_{k,0,0}$ with all other entries being 0, so

$$
\mathbb{E} \left\| \mathbf{X}_k \right\|_{2t}^2 = \mathbb{E} \left\| \mathbf{F}_{k,0,0} \right\|_{2t}^2 = \frac{1}{2} \mathbb{E} \left\| \mathbf{F}_{k,0,0} \right\|_{2t}^2.
$$

Therefore,

$$
\mathbb{E} \left\| \mathbf{X} \right\|_{2t}^2 \leq \frac{1}{2} d_p^2 \sum_{k=1}^{d_p} \mathbb{E} \left\| \mathbf{F}_{k,0,0} \right\|_{2t}^2.
$$

We now apply Lemma 2.6.8 repeatedly to all our terms until $k = a + b$, ultimately giving

$$
\mathbb{E} \left\| \mathbf{X} \right\|_{2t}^2 \leq \frac{1}{2} d_p^2 (C t^2 d d_p^2)^{(a+b) t} \sum_{a,b \geq 0, a+b \geq 1} \mathbb{E} \left\| \mathbf{F}_{a+b,a,b} \right\|_{2t}^2
$$
Observing that $\mathbb{E}\left\| F_{a+b,a,b}\right\|_{2t}^{2t} = 2\mathbb{E}\left\| F_{a+b,a,b}\right\|_{2t}^{2t}$ completes the proof.

2.7 A generalization of [172] and proof of Lemma 2.6.8

In this section, we will prove Lemma 2.6.8 using the high level strategy described in Section 2.1. This requires generalizing the results in [172], and the proof techniques may be of independent interest.

2.7.1 Generalizing [172] via explicit inner kernels

In our setting, observe that $(Z, Z')$ has the same distribution as $(Z', Z)$. This is what is known as an exchangeable pair of variables, that will be extremely useful for our analysis. In particular, $Z, Z'$ have the same distribution and $\mathbb{E} f(Z, Z') = \mathbb{E} f(Z', Z)$ for every integrable function $f$.

**Definition 2.7.1 (Laplacian operator $\mathcal{L}$).** Define the operator $\mathcal{L}$ on the space $\mathcal{S}$ as

$$\mathcal{L}(f)(Z) = \mathbb{E}[f(Z) - f(Z')|Z]$$

for all polynomials $f \in \mathcal{S}$.

Note that this operator is well-defined since for any $f \in \mathcal{S}$, $\mathbb{E}L(f) = \mathbb{E}[\mathbb{E}[f(Z) - f(Z')|Z]] = \mathbb{E}[f(Z) - f(Z')] = 0$ and hence, $L(f) \in \mathcal{S}$.

**Lemma 2.7.2.** For all $\alpha \in \mathbb{N}^n$, $\chi_\alpha$ is an eigenvector of $\mathcal{L}$ with eigenvalue $\frac{\alpha^0}{n}$.

**Proof.** Recall that $Z'$ is obtained by choosing $i \in [n]$ uniformly at random and then setting $Z' = Z^{(i)}$. Therefore,

$$\mathcal{L}(\chi_\alpha)(Z) = \mathbb{E}[\chi_\alpha(Z) - \chi_\alpha(Z')|Z]$$

$$= \frac{1}{n} \sum_{i \leq n} \mathbb{E}[\chi_\alpha(Z) - \chi_\alpha(Z^{(i)})|Z]$$
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When $\alpha_i = 0$, $\chi_\alpha(Z) - \chi_\alpha(Z^{(i)}) = 0$. Otherwise, $\mathbb{E}[\chi_\alpha(Z) - \chi_\alpha(Z^{(i)})|Z] = \chi_\alpha(Z)$. Therefore, the above expression simplifies to $\frac{|\alpha|}{n} \chi_\alpha(Z)$.

**Theorem 2.7.3 (Explicit Kernel).** For any mean-centered polynomial $f \in \mathcal{S}$, there exists a polynomial $K_f$ on $2n$ variables $z_1, \ldots, z_n, z'_1, \ldots, z'_n$, denoted collectively as $(z, z')$, with the following properties

1. $K_f(z', z) = -K_f(z, z')$

2. $\mathbb{E}[K_f(Z, Z')|Z] = f(Z)$ where $(Z, Z')$ is the exchangeable pair we consider above.

**Proof.** Using Proposition 2.6.2 and Lemma 2.7.2, under the basis of polynomials $\chi_\alpha$, the operator $\mathcal{L}$ is a diagonal matrix with nonzero diagonal entries and therefore, $\mathcal{L}^{-1}$ exists and is explicitly given by

$$\mathcal{L}^{-1}(f)(Z) = \sum_{\alpha} \frac{n}{|\alpha|} \tilde{f}(\alpha) \chi_\alpha(Z)$$

We then take $K_f(z, z') = \mathcal{L}^{-1}(f)(z) - \mathcal{L}^{-1}(f)(z')$. The first condition is obvious and for the second condition, we have

$$\mathbb{E}[K_f(Z, Z')|Z] = \mathbb{E}[\mathcal{L}^{-1}(f)(Z) - \mathcal{L}^{-1}(f)(Z')|Z] = \mathcal{L}(\mathcal{L}^{-1}(f)) = f$$

As seen in the proof of Theorem 2.7.3, $\mathcal{L}$ has a well-defined inverse $\mathcal{L}^{-1}$. We now define the matrix $K_{k,a,b}$ that we call the *inner kernel*.

**Definition 2.7.4 (The inner kernel matrix $K_{k,a,b}$).** For integers $k \geq 1, a, b \geq 0$ such that $a + b < k$, define the matrix $K_{k,a,b} \in \mathbb{R}[Z]^{I \times K} \times \mathbb{R}[Z]^{J \times K}$ taking $2n$ variables $(z, z') = (z_1, \ldots, z_n, z'_1, \ldots, z'_n)$ as input as follows

$$K_{k,a,b}(z, z') = \mathcal{L}^{-1}(G_{k,a,b}(z)) - \mathcal{L}^{-1}(G_{k,a,b}(z'))$$
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In the rest of this section except where explicitly stated, fix integers \( k \geq 1, a, b \geq 0 \) such that \( a + b < k \). Then, the inner kernel \( K_{k,a,b} \) is well-defined.

**Lemma 2.7.5.** \( K_{k,a,b}(Z, Z') = \frac{n}{k-a-b}(G_{k,a,b}(Z) - G_{k,a,b}(Z')) \)

**Proof.**

\[
K_{k,a,b}(Z, Z') = \mathcal{L}^{-1}(G_{k,a,b})(Z) - \mathcal{L}^{-1}(G_{k,a,b})(Z')
= \sum_{|\alpha|=k-a-b} \hat{G}_{k,a,b}(\alpha)(\mathcal{L}^{-1}(\chi\alpha)(Z) - \mathcal{L}^{-1}(\chi\alpha)(Z'))
= \frac{n}{k-a-b} \sum_{|\alpha|=k-a-b} \hat{G}_{k,a,b}(\alpha)(\chi\alpha(Z) - \chi(Z'))
= \frac{n}{k-a-b}(G_{k,a,b}(Z) - G_{k,a,b}(Z'))
\]

The following lemma postulates important properties of the the inner kernel, including how it interacts with \( D_1 \) and \( D_2 \).

**Lemma 2.7.6.** \( K_{k,a,b} \) satisfies the following properties

1. \( K_{k,a,b}(z', z) = -K_{k,a,b}(z, z') \)
2. \( \mathbb{E}[K_{k,a,b}(Z, Z')|Z] = G_{k,a,b}(Z) \)
3. \( (D_1(Z) - D_1(Z'))K_{k,a,b}(Z, Z') = K_{k,a,b}(Z, Z')(D_2(Z) - D_2(Z')) = 0. \)

**Proof.** The first equality is obvious from the definition. For the second equality, note that \( \mathbb{E}[G_{k,a,b}] = 0 \) and \( K_{k,a,b} \) is defined by replacing each entry \( f \) of \( G_{k,a,b} \) by the kernel polynomial \( K_f \) as exhibited in Theorem 2.7.3. Now, we prove the third equality.
Consider the matrix \((D_1(Z) - D_1(Z'))K_{k,a,b}(Z, Z')\) whose \([I, \alpha_1, \gamma_1], (J, \alpha_2, \gamma_2)\] entry is given by
\[
\frac{n}{k - a - b} \sqrt{\mathbb{E}[Z^{2\alpha_1(1 - \gamma_1)} - (Z')^{\alpha_1\gamma_1}] \left( \nabla_{\alpha_1 + \alpha_2} X_k[I, J](Z) - \nabla_{\alpha_1 + \alpha_2} X_k[I, J](Z') \right)}
\]
where we have used Lemma 2.7.5. We will argue that this term is identically 0. We must have \(Z' = Z^{(i)}\) for some \(i \leq n\). If \((\alpha_1 \cdot \gamma_1)_i = 0\), then \(Z^{\alpha_1\gamma_1} = (Z')^{\alpha_1\gamma_1}\) and the above term is 0. Otherwise, \((\alpha_1 + \alpha_2)_i \neq 0\) and so \(\nabla_{\alpha_1 + \alpha_2}\) on any polynomial \(f\) will only contain the terms independent of \(Z_i\), in which case \(\nabla_{\alpha_1 + \alpha_2} X_k[I, J](Z) = \nabla_{\alpha_1 + \alpha_2} X_k[I, J](Z')\). In this case was well, the above term is 0. The proof of the other equality is analogous.

The reason we call \(K_{k,a,b}\) the inner kernel is because, as seen above, it serves as a kernel for the inner matrix \(G\) in the decomposition \(F = DGD\).

Since we will need to work with Hermitian dilations, we define
\[
D = \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix}
\]

We will use the following basic fact extensively in our manipulations.

**Fact 2.7.7.** For any matrix \(A \in \mathbb{R}[Z]^{I \times K} \times \mathbb{R}[Z]^{J \times K}\), \(DAD = D_1AD_2\).

**Proof.** We have
\[
DAD = \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} A^\top & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} = \begin{bmatrix} D_2A^\top & 0 \\ 0 & D_2 \end{bmatrix} \begin{bmatrix} D_1A \\ 0 \end{bmatrix} = \begin{bmatrix} D_2A^\top D_1 \\ 0 \end{bmatrix} = D_1AD_2
\]
We start with a generalized version of a result from [172].

**Lemma 2.7.8.** Let $K = K_{k,a,b}$. For any symmetric matrix valued function $R$ on the variables $Z$ of the same dimensions as $K$, such that $E \|K(Z, Z')R(Z)\| < \infty$, we have

$$E[F_{k,a,b}(Z)R(Z)] = \frac{1}{2} E[D(Z)K(Z, Z')D(Z)(R(Z) - R(Z'))]$$

**Proof.** By Lemma 2.7.6, we have

$$E[F_{k,a,b}(Z)R(Z)] = E[D(Z)G_{k,a,b}(Z)D(Z)R(Z)]$$

$$= E[D(Z)E[K(Z, Z')|Z]D(Z)R(Z)]$$

$$= E[D(Z)K(Z, Z')D(Z)R(Z)]$$

where the first equality follow from condition 2 of Lemma 2.7.6 and the second follows from the pull-through property of expectations. Continuing,

$$E[F_{k,a,b}(Z)R(Z)] = E[D(Z)K(Z, Z')D(Z)R(Z)]$$

$$= E[D(Z')K(Z', Z)D(Z')R(Z')]$$

$$= -E[D(Z')K(Z, Z')D(Z')R(Z')]$$

$$= -E[D(Z)K(Z, Z')D(Z')R(Z')]$$

Here, the second equality follows from the fact that $(Z, Z')$ has the same distribution as $(Z', Z)$, so we can exchange them. The third, fourth and fifth equalities follow from conditions 1, 3, 3 of Lemma 2.7.6 respectively. Adding the two displays, we get the result. ■
Definition 2.7.9 (Matrices $U_{k,a,b}, V_{k,a,b}$). We define the following matrices

$$U_{k,a,b} = \mathbb{E}[(\mathbf{F}_{k,a,b}(Z) - \mathbf{F}_{k,a,b}(Z'))^2 | Z]$$

$$V_{k,a,b} = \mathbb{E}[(\mathbf{D}(Z)\mathbf{K}_{k,a,b}(Z,Z')\mathbf{D}(Z))^2 | Z]$$

The definition of $U_{k,a,b}$ is essentially unchanged from [172], where it is called the conditional variance. The definition of $V_{k,a,b}$ is slightly different in our setting. This lets us exploit the specific product structure exhibited by $\mathbf{F}_{k,a,b}$ and the special properties of the inner kernel from Lemma 2.7.6.

We will now prove a lemma which is similar to a lemma shown in [172].

**Lemma 2.7.10.** For any $s > 0$ and for any integer $t \geq 1$,

$$\mathbb{E}\left\| \mathbf{F}_{k,a,b} \right\|_{2t}^{2t} \leq \left( \frac{2t - 1}{4} \right)^t \mathbb{E}\left\| sU_{k,a,b} + s^{-1}V_{k,a,b} \right\|_t^t$$

To prove this, we will need the following inequality.

**Lemma 2.7.11** (Polynomial mean value trace inequality, [172]). For all matrices $A, B, C \in \mathbb{H}^d$, all integers $q \geq 1$ and all $s > 0$,

$$\text{tr}[C(A^q - B^q)] \leq \frac{q}{4} \text{tr}[(s(A - B)^2 + s^{-1}C^2)(A^{q-1} + B^{q-1})]$$

**Proof of Lemma 2.7.10.** We start by invoking Lemma 2.7.8 by setting $\mathbf{R}(Z) = \mathbf{F}^{2t-1}_{k,a,b}(Z)$.

$$\mathbb{E}\left\| \mathbf{F}_{k,a,b} \right\|_{2t}^{2t} = \mathbb{E}\text{tr}[\mathbf{F}_{k,a,b} \cdot \mathbf{F}^{2t-1}_{k,a,b}]$$

$$= \frac{1}{2} \mathbb{E}[\mathbf{D}(Z)\mathbf{K}_{k,a,b}(Z,Z')\mathbf{D}(Z)(\mathbf{F}^{2t-1}_{k,a,b}(Z) - \mathbf{F}^{2t-1}_{k,a,b}(Z'))]$$
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Applying Lemma 2.7.11,
\[
E \left\| F_{k,a,b} \right\|^2_{2t} \\
\leq \left( \frac{2t - 1}{8} \right) E \text{tr}[(s(F_{k,a,b}(Z) - F_{k,a,b}(Z'))^2 + s^{-1}(D(Z)K_{k,a,b}(Z, Z')D(Z))^2(F_{k,a,b}^{2t-2}(Z) + F_{k,a,b}^{2t-2}(Z'))] \\
= \left( \frac{2t - 1}{4} \right) E \text{tr}[(s(F_{k,a,b}(Z) - F_{k,a,b}(Z'))^2 + s^{-1}(D(Z)K_{k,a,b}(Z, Z')D(Z))^2F_{k,a,b}^{2t-2}(Z)]
\]

where the last line used the fact that (Z, Z') has the same distribution as (Z', Z) and applied condition 3 of Lemma 2.7.6. Using the definitions of U_{k,a,b} and V_{k,a,b}, we get
\[
E \left\| F_{k,a,b} \right\|^2_{2t} \leq \left( \frac{2t - 1}{4} \right) E \text{tr}[(sU_{k,a,b} + s^{-1}V_{k,a,b})F_{k,a,b}^{2t-2}] \\
\leq \left( \frac{2t - 1}{4} \right) \left( E \left\| U_{k,a,b} + s^{-1}V_{k,a,b} \right\|^t \right)^{1/t} \left( E \left\| F_{k,a,b} \right\|^2_{2t}(t-1)/t \right)
\]
where we used Hölder’s inequality for the trace and Hölder’s inequality for the expectation. Rearranging gives the result.

\[
2.7.2 \quad \text{Proof of Lemma 2.6.8}
\]

Lemma 2.7.10 suggests that in order to bound \( E \left\| F_{k,a,b} \right\|^2_{2t} \), it suffices to bound \( E \left\| U_{k,a,b} \right\|^t \) and \( E \left\| V_{k,a,b} \right\|^t \). Indeed, this will be our strategy. To bound \( E \left\| U_{k,a,b} \right\|^t \), we will bound it via the matrices that we define below.

**Definition 2.7.12** (Matrices \( \Delta_{1}^{k,a,b}, \Delta_{2}^{k,a,b}, \Delta_{3}^{k,a,b} \)). Define the matrices
\[
\Delta_{1}^{k,a,b} = E[((D(Z) - D(Z'))G_{k,a,b}(Z)D(Z))^2|Z] \\
\Delta_{2}^{k,a,b} = E[(D(Z)(G_{k,a,b}(Z) - G_{k,a,b}(Z'))D(Z))^2|Z] \\
\Delta_{3}^{k,a,b} = E[(D(Z)G_{k,a,b}(Z)(D(Z) - D(Z')))^2|Z]
\]

**Lemma 2.7.13.** \( U_{k,a,b} \preceq 3(\Delta_{1}^{k,a,b} + \Delta_{2}^{k,a,b} + \Delta_{3}^{k,a,b}) \).
To prove this lemma, we will use the following lemma.

**Lemma 2.7.14.** We have the relations

\[
(D(Z) - D(Z'))(\mathcal{G}_{k,a,b}(Z)D(Z) - \mathcal{G}_{k,a,b}(Z')D(Z')) = 0
\]

\[
(\mathcal{G}_{k,a,b}(Z) - \mathcal{G}_{k,a,b}(Z'))(D(Z) - D(Z')) = 0
\]

**Proof sketch.** The proof is similar to the proof of third equality in Lemma 2.7.6. When \(Z'\) is set to \(Z^{(i)}\) for some \(i \leq n\), when a diagonal entry of \(D(Z) - D(Z')\) is nonzero, then the corresponding row of \(\mathcal{G}_{k,a,b}(Z)D(Z) - \mathcal{G}_{k,a,b}(Z')D(Z')\) will be 0. The second equality is analogous.

**Proof of Lemma 2.7.13.** We have

\[
(F_{k,a,b}(Z) - F_{k,a,b}(Z'))^2
\]

\[
= (D(Z)\mathcal{G}_{k,a,b}(Z)D(Z) - D(Z')\mathcal{G}_{k,a,b}(Z')D(Z'))^2
\]

\[
= \left(D(Z)\mathcal{G}_{k,a,b}(Z)(D(Z) - D(Z')) + D(Z)(\mathcal{G}_{k,a,b}(Z) - \mathcal{G}_{k,a,b}(Z'))D(Z') \right. \\
\]

\[+ (D(Z) - D(Z'))\mathcal{G}_{k,a,b}(Z')D(Z') \bigg)^2 \\
\]

\[
= \left(D(Z)\mathcal{G}_{k,a,b}(Z)(D(Z) - D(Z')) + D(Z)(\mathcal{G}_{k,a,b}(Z) - \mathcal{G}_{k,a,b}(Z'))D(Z) \right. \\
\]

\[+ (D(Z) - D(Z'))\mathcal{G}_{k,a,b}(Z)D(Z) \bigg)^2 \\
\]

where the last equality follows from Lemma 2.7.14. Taking expectations conditioned on \(Z\) and applying Fact 2.2.2, we immediately get \(U_{k,a,b} \preceq 3(\Delta_{1}^{k,a,b} + \Delta_{2}^{k,a,b} + \Delta_{3}^{k,a,b})\).

In subsequent sections, we will prove the following technical bounds on the matrices we have considered so far.
Lemma 2.7.15. For all integers \( t \geq 1 \),

\[
\mathbb{E} \left\| \Delta_2^{k,a,b} \right\|_t^t \leq \frac{(2d_p)^t}{n^t} (\mathbb{E} \left\| F_{k,a,b+1} \right\|_{2t} + \mathbb{E} \left\| F_{k,a+1,b} \right\|_{2t})
\]

Lemma 2.7.16. For all integers \( t \geq 1 \),

\[
\mathbb{E} \left\| V_{k,a,b} \right\|_t^t \leq (2d_p)^t n^t (\mathbb{E} \left\| F_{k,a,b+1} \right\|_{2t} + \mathbb{E} \left\| F_{k,a+1,b} \right\|_{2t})
\]

Lemma 2.7.17. For all integers \( t \geq 1 \),

\[
\mathbb{E} \left\| \Delta_1^{k,a,b} \right\|_t^t \leq \frac{(8dd_p)^t}{n^t} \mathbb{E} \left\| F_{k,a,b} \right\|_{2t}
\]

Lemma 2.7.18. For all integers \( t \geq 1 \),

\[
\mathbb{E} \left\| \Delta_3^{k,a,b} \right\|_t^t \leq \frac{(4d_p)^t}{n^t} \mathbb{E} \left\| F_{k,a,b} \right\|_{2t}
\]

Assuming the above lemmas, we can complete the proof of Lemma 2.6.8, which we restate for convenience.

Lemma 2.6.8. For all integers \( t \geq 1 \), integers \( k \geq 1, a, b \geq 0 \) such that \( a + b < k \),

\[
\mathbb{E} \left\| F_{k,a,b} \right\|_{2t}^2 \leq (Ct^2 dd_p^2)^t (\mathbb{E} \left\| F_{k,a,b+1} \right\|_{2t}^2 + \mathbb{E} \left\| F_{k,a+1,b} \right\|_{2t}^2)
\]

for an absolute constant \( C > 0 \).
Proof of Lemma 2.6.8. Using Lemma 2.7.10, Lemma 2.7.13, we get that for any \( s > 0 \),

\[
E \| \overline{F}_{k,a,b} \|_{2t}^2 \leq \left( \frac{2t - 1}{4} \right)^t E \| sU_{k,a,b} + s^{-1}V_{k,a,b} \|_t^2
\leq t^t (s^t E \| U_{k,a,b} \|_t^t + s^{-t} E \| V_{k,a,b} \|_t^t)
\leq (9st)^t (\| \Delta_{k,a,b}^1 \|_t^t + \| \Delta_{k,a,b}^2 \|_t^t + \| \Delta_{k,a,b}^3 \|_t^t) + t^t s^{-t} E \| V_{k,a,b} \|_t^t
\leq (9st)^t (\| \Delta_{k,a,b}^1 \|_t^t + \| \Delta_{k,a,b}^2 \|_t^t + \| \Delta_{k,a,b}^3 \|_t^t) + t^t s^{-t} E \| V_{k,a,b} \|_t^t
\]

Let \( \rho = s/n \). Since the inequality is true for any choice of \( s > 0 \), it is true for any choice of \( \rho > 0 \). Now, using Lemma 2.7.17, Lemma 2.7.18,

\[
(9st)^t (\| \Delta_{k,a,b}^1 \|_t^t + \| \Delta_{k,a,b}^2 \|_t^t + \| \Delta_{k,a,b}^3 \|_t^t) \leq (9st)^t \left( \left( \frac{8dd_p}{n^t} \right)^t + \left( \frac{4d_p}{n^t} \right)^t \right) E \| \overline{F}_{k,a,b} \|_{2t}^2
\]

\[
= \rho^t (C_1 tdd_p)^t E \| \overline{F}_{k,a,b} \|_{2t}^t
\]

for an absolute constant \( C_1 > 0 \). Using Lemma 2.7.15, Lemma 2.7.16,

\[
(9st)^t \| \Delta_{k,a,b}^2 \|_t^t + t^t s^{-t} E \| V_{k,a,b} \|_t^t \leq \left( (9st)^t \left( \frac{2d_p}{n^t} \right)^t + t^t s^{-t} (2d_p)^t \right) \left( E \| \overline{F}_{k,a,b+1} \|_{2t}^2 + E \| \overline{F}_{k,a+1,b} \|_{2t}^2 \right)
\]

\[
\leq \left( \rho^t C_2^t + \rho^{-t} C_3^t \right) (td_p)^t \left( E \| \overline{F}_{k,a,b+1} \|_{2t}^2 + E \| \overline{F}_{k,a+1,b} \|_{2t}^2 \right)
\]

for absolute constants \( C_2, C_3 > 0 \). Therefore,

\[
E \| \overline{F}_{k,a,b} \|_{2t}^2 \leq \rho^t (C_1 tdd_p)^t E \| \overline{F}_{k,a,b} \|_{2t}^2
\]

\[
+ \left( \rho^t C_2^t + \rho^{-t} C_3^t \right) (td_p)^t \left( E \| \overline{F}_{k,a,b+1} \|_{2t}^2 + E \| \overline{F}_{k,a+1,b} \|_{2t}^2 \right)
\]

We choose \( \rho > 0 \) so that \( \rho^t (C_1 tdd_p)^t = \frac{1}{2} \) to get

\[
E \| \overline{F}_{k,a,b} \|_{2t}^2 \leq \frac{1}{2} E \| \overline{F}_{k,a,b} \|_{2t}^2 + \frac{1}{2} (Ct^2dd_p)^t \left( E \| \overline{F}_{k,a,b+1} \|_{2t}^2 + E \| \overline{F}_{k,a+1,b} \|_{2t}^2 \right)
\]

for an absolute constant \( C > 0 \). Rearranging yields the result. \( \blacksquare \)
2.7.3 Bounding $\Delta_{2}^{k,a,b}$ and $V_{k,a,b}$

The next lemma relates $V_{k,a,b}$ to $\Delta_{2}^{k,a,b}$ up to a factor of $n^2$ which will be enough for us. We can then focus on bounding $\Delta_{2}^{k,a,b}$.

**Lemma 2.7.19.** $V_{k,a,b} \lesssim n^2 \Delta_{2}^{k,a,b}$

**Proof.** Using Lemma 2.7.5,

\[
V_{k,a,b} = \mathbb{E}[\left(D(Z)K_{k,a,b}(Z, Z')D(Z)\right)^2 | Z] \\
= \mathbb{E}[D(Z)\left(\frac{n}{k-a-b}(G_{k,a,b}(Z) - G_{k,a,b}(Z'))\right)D(Z)^2 | Z] \\
\lesssim n^2 \mathbb{E}[D(Z)(G_{k,a,b}(Z) - G_{k,a,b}(Z'))D(Z)^2 | Z] \\
= n^2 \Delta_{2}^{k,a,b}
\]

$\blacksquare$

For $1 \leq i \leq n$ and $1 \leq l \leq d$, let $e_{i,l} \in \mathbb{N}^n$ denote the vector $\alpha$ with $\alpha_i = l$ and $\alpha_j = 0$ for $j \neq i$. We note the following simple proposition.

**Proposition 2.7.20.** For any polynomial $f$ such that the degree of $Z_i$ is at most $d$,

\[
f(Z) - f(Z^{(i)}) = \sum_{1 \leq l \leq d} (Z_i^l - \tilde{Z}_i^l) \nabla e_{i,l}(f)
\]

We now restate and prove Lemma 2.7.15.

**Lemma 2.7.15.** For all integers $t \geq 1$,

\[
\mathbb{E} \left\| \Delta_{2}^{k,a,b} \right\|_t \leq \frac{(2dp)^t}{n^t} \left( \mathbb{E} \left\| F_{k,a,b+1} \right\|_{2t}^{2t} + \mathbb{E} \left\| F_{k,a+1,b} \right\|_{2t}^{2t} \right)
\]
Proof. Consider

\[
\Delta_2^{k,a,b} = \mathbb{E}[(\mathbf{D}(Z)(\mathbf{G}_{k,a,b}(Z) - \mathbf{G}_{k,a,b}(Z'))\mathbf{D}(Z))^2 | Z]
\]

\[
= \mathbb{E} \left[ \begin{bmatrix} \mathbf{M}\mathbf{M}^\top & 0 \\ 0 & \mathbf{M}^\top\mathbf{M} \end{bmatrix} | Z \right]
\]

\[
= \begin{bmatrix} \mathbb{E}[\mathbf{M}\mathbf{M}^\top|Z] & 0 \\ 0 & \mathbb{E}[\mathbf{M}^\top\mathbf{M}|Z] \end{bmatrix}
\]

where \( \mathbf{M} = \mathbf{D}_1(Z)(\mathbf{G}_{k,a,b}(Z) - \mathbf{G}_{k,a,b}(Z'))\mathbf{D}_2(Z) \). Using Proposition 2.7.20,

\[
\mathbb{E}[\mathbf{M}\mathbf{M}^\top|Z] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\mathbf{D}_1(Z)(\mathbf{G}_{k,a,b}(Z) - \mathbf{G}_{k,a,b}(Z'))\mathbf{D}_2(Z) \cdot \mathbf{D}_2(Z)(\mathbf{G}_{k,a,b}(Z) - \mathbf{G}_{k,a,b}(Z'))^\top\mathbf{D}_1(Z)|Z]
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[(Z_i' - Z_i')^2|Z] \cdot \mathbf{D}_1(Z)(\nabla e_i, \mathbf{G}_{k,a,b})(Z)\mathbf{D}_2(Z) \cdot \mathbf{D}_2(Z)(\nabla e_i, \mathbf{G}_{k,a,b})(Z)^\top\mathbf{D}_1(Z)
\]

Define \( \mathbf{N}_{i,l}(Z) := \mathbf{D}_1(Z)(\nabla e_i, \mathbf{G}_{k,a,b})(Z)\mathbf{D}_2(Z) \). Then,

\[
\mathbb{E}[\mathbf{M}\mathbf{M}^\top|Z] = \frac{1}{n} \sum_{i=1}^{n} \sum_{l=1}^{d} \mathbb{E}[(Z_i' - Z_i')^2|Z] \cdot \mathbf{N}_{i,l}(Z)\mathbf{N}_{i,l}(Z)^\top
\]

\[
\leq \frac{2}{n} \sum_{i=1}^{n} \sum_{l=1}^{d} (Z_i^2l + \mathbb{E}[Z_i^2l]) \cdot \mathbf{N}_{i,l}(Z)\mathbf{N}_{i,l}(Z)^\top
\]

Similarly,

\[
\mathbb{E}[\mathbf{M}^\top\mathbf{M}|Z] \leq \frac{2}{n} \sum_{i=1}^{n} \sum_{l=1}^{d} (Z_i^2l + \mathbb{E}[Z_i^2l]) \cdot \mathbf{N}_{i,l}(Z)^\top\mathbf{N}_{i,l}(Z)
\]

Claim 2.7.21. We have the relations

\[
\sum_{i=1}^{n} \sum_{l=1}^{d} (Z_i^2l + \mathbb{E}[Z_i^2l]) \cdot \mathbf{N}_{i,l}(Z)\mathbf{N}_{i,l}(Z)^\top = (b + 1)\mathbf{F}_{k,a,b+1}\mathbf{F}_{k,a,b+1}^\top
\]
\[
\sum_{i=1}^{n} \sum_{l=1}^{d} (Z_{i,l}^{2l} + \mathbb{E}[Z_{i,l}^{2l}]) \cdot N_{i,l}(Z) \cdot N_{i,l}(Z) = (a + 1) F_{k,a+1,b}^T F_{k,a+1,b}
\]

Using this claim, we have

\[
\mathbb{E}[MM^T | Z] \preceq \frac{2(b + 1)}{n} F_{k,a,b+1}^T F_{k,a,b+1} \leq \frac{2d_p}{n} F_{k,a,b+1}^T F_{k,a,b+1}
\]

\[
\mathbb{E}[M^TM | Z] \preceq \frac{2(a + 1)}{n} F_{k,a+1,b}^T F_{k,a+1,b} \leq \frac{2d_p}{n} F_{k,a+1,b}^T F_{k,a+1,b}
\]

Therefore,

\[
\mathbb{E}\left\| \Delta_{2}^{k,a,b} \right\|_t^t = \mathbb{E}\left\| \mathbb{E}[MM^T | Z] \right\|_t^t + \mathbb{E}\left\| \mathbb{E}[M^TM | Z] \right\|_t^t \leq \frac{(2d_p)^t}{n^t} (\mathbb{E}\left\| F_{k,a,b+1} \right\|_2^{2t} + \mathbb{E}\left\| F_{k,a+1,b} \right\|_2^{2t}) \leq \frac{(2d_p)^t}{n^t} (\mathbb{E}\left\| F_{k,a,b+1} \right\|_2^{2t} + \mathbb{E}\left\| F_{k,a+1,b} \right\|_2^{2t})
\]

It remains to prove the claim.

**Proof of Claim 2.7.21.** We will prove the first relation, the second is analogous. For a fixed \( i \leq n, l \leq d \), consider any nonzero entry \( [(I_1, \alpha_1, \gamma_1), (I_2, \alpha_2, \gamma_2)] \) of \( \sum_{i=1}^{n} \sum_{l=1}^{d} (Z_{i,l}^{2l} + \mathbb{E}[Z_{i,l}^{2l}]) N_{i,l}(Z) N_{i,l}(Z)^\top \), where \( I_1, I_2 \in I, (\alpha_1, \gamma_1), (\alpha_2, \gamma_2) \in K \). We must have \( |\alpha_1|_0 = |\alpha_2|_0 = a \), in which case the entry is equal to

\[
\sum_{(J, \alpha_3, \gamma_3) \in J \times K \atop |\alpha_3|_0=b \atop \alpha_1 \alpha_3 = \alpha_2 \alpha_3 = 0} (Z_{i}^{2l} + \mathbb{E}[Z_{i}^{2l}]) \cdot (\sqrt{\mathbb{E}[Z^{2\alpha_1 \cdot (1-\gamma_1)+2\alpha_3 \cdot (1-\gamma_3)]} Z^{\alpha_1 \cdot \gamma_1 + \alpha_3 \cdot \gamma_3} \nabla e_{i,l} \nabla \alpha_1 + \alpha_3 X_k[I_1, J])
\]

\[
\cdot (\sqrt{\mathbb{E}[Z^{2\alpha_2 \cdot (1-\gamma_2)+2\alpha_3 \cdot (1-\gamma_3)]} Z^{\alpha_2 \cdot \gamma_2 + \alpha_3 \cdot \gamma_3} \nabla e_{i,l} \nabla \alpha_2 + \alpha_3 X_k[I_2, J])
\]

Note that the term inside the summation is nonzero only when \( e_{i,l} \cdot (\alpha_1 + \alpha_3) = e_{i,l} \cdot (\alpha_2 + \alpha_3) = 0 \).
\( \alpha_3 = 0 \). Hence, this sum can be written as

\[
\sum_{(J,\alpha_3,\gamma_3) \in J \times K, \ |\alpha_3| = b+1, \ e_{l,t} \leq \alpha_3, \ \alpha_1 \alpha_3 = \alpha_2 \alpha_3 = 0} \left( \sqrt{\mathbb{E}[Z^{2 \alpha_1 \cdot (1 - \gamma_1) + 2 \alpha_3 \cdot (1 - \gamma_3)}] Z^{\alpha_1 \cdot \gamma_1 + \alpha_3 \cdot \gamma_3} \nabla_{\alpha_1 + \alpha_3} X_k[I_1, J]} \right) \\
\cdot \left( \sqrt{\mathbb{E}[Z^{2 \alpha_2 \cdot (1 - \gamma_2) + 2 \alpha_3 \cdot (1 - \gamma_3)}] Z^{\alpha_2 \cdot \gamma_2 + \alpha_3 \cdot \gamma_3} \nabla_{\alpha_2 + \alpha_3} X_k[I_2, J]} \right)
\]

When we add this entry over all \( i \leq n, l \leq d \), this simplifies to

\[
(b + 1) \cdot \sum_{(J,\alpha_3,\gamma_3) \in J \times K, \ |\alpha_3| = b+1} \left( \sqrt{\mathbb{E}[Z^{2 \alpha_1 \cdot (1 - \gamma_1) + 2 \alpha_3 \cdot (1 - \gamma_3)}] Z^{\alpha_1 \cdot \gamma_1 + \alpha_3 \cdot \gamma_3} \nabla_{\alpha_1 + \alpha_3} X_k[I_1, J]} \right) \\
\cdot \left( \sqrt{\mathbb{E}[Z^{2 \alpha_2 \cdot (1 - \gamma_2) + 2 \alpha_3 \cdot (1 - \gamma_3)}] Z^{\alpha_2 \cdot \gamma_2 + \alpha_3 \cdot \gamma_3} \nabla_{\alpha_2 + \alpha_3} X_k[I_2, J]} \right)
\]

The factor of \( (b + 1) \) came because the index \( i \) could have been chosen from among all the active indices in \( \alpha_3 \). But this is precisely the \( [(I_1, \alpha_1, \gamma_1), (I_2, \alpha_2, \gamma_2)] \) entry of \( (b + 1)F_{k,a,b+1}F_{k,a,b+1}^T \), proving the claim.

We restate and prove Lemma 2.7.16.

**Lemma 2.7.16.** For all integers \( t \geq 1 \),

\[
\mathbb{E}\|V_{k,a,b}\|_t^t \leq (2d)^t n^t \mathbb{E}\|F_{k,a,b+1}\|_{2t}^t + \mathbb{E}\|F_{k,a+1,b}\|_{2t}^t
\]

**Proof.** Using Lemma 2.7.19 and Lemma 2.7.15, we get

\[
\mathbb{E}\|V_{k,a,b}\|_t^t \leq n^{2t} \mathbb{E}\|\Delta_{2}^{k,a,b}\|_t^t \\
\leq (2d)^t n^t \mathbb{E}\|F_{k,a,b+1}\|_{2t}^t + \mathbb{E}\|F_{k,a+1,b}\|_{2t}^t
\]

2.7.4 Bounding $\Delta_{1}^{k,a,b}$ and $\Delta_{3}^{k,a,b}$

Define $\sqcup$ to be the disjoint union of sets. For $1 \leq i \leq n$ and $1 \leq l \leq d$, define the diagonal matrices $\Pi_{i,l}, \Pi'_{i,l}, \Pi_{i}, \Pi'_{i} \in \mathbb{R}((I \times K) \sqcup (J \times K) \times \mathbb{R}((I \times K) \sqcup (J \times K))$ (the same dimensions as $D$) as

\[
\Pi_{i,l}[(I, \alpha, \beta), (I, \alpha, \beta)] = \begin{cases} 
1 & \text{if } (\alpha \cdot \gamma)_i \neq 0 \text{ and } \alpha_i = l \\
0 & \text{otherwise}
\end{cases}
\]

\[
\Pi_{i}[(I, \alpha, \beta), (I, \alpha, \beta)] = \begin{cases} 
1 & \text{if } (\alpha \cdot \gamma)_i \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

for all $I \in \mathcal{I} \sqcup \mathcal{J}$. Note that for all $i \leq n$, $\Pi_{i} = \sum_{l=1}^{d} \Pi_{i,l}$.

Also, for all $1 \leq i \leq n$, we define the permutation matrices $\Sigma_{i} \in \mathbb{R}((I \times K) \sqcup (J \times K)) \times \mathbb{R}((I \times K) \sqcup (J \times K))$ as follows. Consider the permutation $\sigma_1$ on $I \times K$ that transposes $(I, \alpha, \gamma)$ and $(I, \alpha, \gamma + e_i)$ for all $(I, \alpha, \gamma) \in I \times K$ such that $\alpha_i \neq 0$. Here, $e_i \in \{0, 1\}^n$ has exactly one nonzero entry, which is in the $i$th position, and $\gamma + e_i$ is the usual addition over $\mathbb{F}_2$. $\sigma_1$ leaves other positions fixed. Let $\Sigma_{i}^{(1)}$ be the permutation matrix for $\sigma_1$. Similarly, let $\Sigma_{i}^{(2)}$ be the permutation matrix of the permutation $\sigma_2$ on $J \times K$ that transposes $(J, \alpha, \gamma)$ and $(J, \alpha, \gamma + e_i)$ for all $(J, \alpha, \gamma) \in J \times K$ such that $\alpha_i \neq 0$, and leaves all other positions fixed. Then, we define $\Sigma_{i} = \begin{bmatrix} \Sigma_{i}^{(1)} & 0 \\ 0 & \Sigma_{i}^{(2)} \end{bmatrix}$. The following fact is easy to verify.

**Fact 2.7.22.** $\Pi'_{i,l} \Sigma_{i} = \Sigma_{i} \Pi'_{i,l}$ and $\Pi'_{i} \Sigma_{i} = \Sigma_{i} \Pi'_{i}$.

We are now ready to prove Lemma 2.7.17 which we restate for convenience.

**Lemma 2.7.17.** For all integers $t \geq 1$,

\[
\mathbb{E} \left\| \Delta_{1}^{k,a,b} \right\|^t_t \leq \frac{(8ddp)^t}{n^t} \mathbb{E} \left\| F_{k,a,b} \right\|^{2t}_{2t}
\]
Proof. Firstly,

\[ \Delta_{1}^{k,a,b} = \mathbb{E}[(D(Z) - D(Z'))G_{k,a,b}(D(Z) - D(Z'))] \]

where we define \( M(Z) = G_{k,a,b}(D(Z) - D(Z')) \). Recall that \( Z' = Z^{(i)} \) for some \( i \) randomly chosen from \([n]\) uniformly. Observing that \( D(Z) - D(Z^{(i)}) = \Pi_i(D(Z) - D(Z^{(i)})) \) for all \( i \), we get

\[ \Delta_{1}^{k,a,b} = \mathbb{E}[(D(Z) - D(Z'))M(Z)] \]

Invoking Lemma 2.2.4 over the interval \([0, \infty)\) with the convex continuous function \( f(x) = x^t \),

\[ B_i = F_{k,a,b}^2, A_i = \frac{1}{\sqrt{d_p}} \Pi_i \] where we observe that \( \sum_{i=1}^n A_i A_i^T = \frac{1}{d_p} \sum_{i=1}^n \Pi_i^2 \preceq I \), we get
\[ E \| \Delta_{10} \|_t^t = \mathbb{E} \text{tr}[\Delta_{10}^t] = \mathbb{E} \text{tr}\left( \left( \mathbb{E}_{i \in [n]} \Pi_i F_{k,a,b}^2 \Pi_i \right)^t \right) = \frac{1}{n^t} \mathbb{E} \text{tr}\left( \sum_{i=1}^n \Pi_i F_{k,a,b}^2 \Pi_i \right)^t \\
\leq \frac{d_p t - 1}{n^t} \mathbb{E} \text{tr}\left( \sum_{i=1}^n \Pi_i F_{k,a,b}^2 \Pi_i \right) \\
\leq \frac{d_p t - 1}{n^t} \mathbb{E} \text{tr}\left( \sum_{i=1}^n \Pi_i^2 \right) F_{k,a,b}^2 \\
\leq \frac{d_p t - 1}{n^t} \mathbb{E} \left| F_{k,a,b} \right|^2 \\
= \frac{d_p t}{n^t} \mathbb{E} \left| F_{k,a,b} \right|_{2t}^2 
\]

Now, consider

\[ \Delta_{11} = \mathbb{E}_{i \in [n]} \left[ \Pi_i D(Z^{(i)}) M(Z) D(Z^{(i)}) \Pi_i \right] \]

\[ = \mathbb{E}_{i \in [n]} \left[ \left( \sum_{l=1}^d \Pi_{i,l} D(Z^{(i)}) M(Z) D(Z^{(i)}) \sum_{l=1}^d \Pi_{i,l} \right) \right] \]

\[ \leq d \cdot \mathbb{E}_{i \in [n]} \left[ \sum_{l=1}^d \Pi_{i,l} D(Z^{(i)}) M(Z) D(Z^{(i)}) \Pi_{i,l} \right] \]

\[ = d \cdot \mathbb{E}_{i \in [n]} \left( \sum_{l=1}^d \frac{\mathbb{E}[Z_{l,i}^2]}{Z_{l,i}^2} \Pi_{i,l} D(Z) M(Z) D(Z) \Pi_{i,l} \right) \]

\[ = \frac{d}{n} \sum_{i=1}^n \sum_{l=1}^d \frac{\mathbb{E}[Z_{l,i}^2]}{Z_{l,i}^2} \Pi_{i,l} D(Z) M(Z) D(Z) \Pi_{i,l} \]

\[ = \frac{d}{n} \sum_{i=1}^n \sum_{l=1}^d \Pi_{i,l} \Sigma_{i} D(Z) M(Z) D(Z) \Sigma_{i}^T \Pi_{i,l} \]

\[ = \frac{d}{n} \sum_{i=1}^n \sum_{l=1}^d \Pi_{i,l} \Sigma_{i} F_{k,a,b}^2 \Sigma_{i}^T \Pi_{i,l} \]

We now invoke Lemma 2.2.4 on \( d d_p \) terms with \( B_{i,l} = F_{k,a,b}^2 \) and \( A_{i,l} = \frac{1}{d_p} \Pi_{i,l} \Sigma_{i} \) where
we observe that
\[ \sum_{i=1}^{n} \sum_{l=1}^{d} A_{i,l} A_{i,l}^T = \frac{1}{d_p} \sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l} \Sigma_{i} \Sigma_{i}^T \Pi_{i,l} = \frac{1}{d_p} \sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l}^2 \leq I \]
to get
\[ \mathbb{E} \| \Delta_{11} \|_t^t = \mathbb{E} \text{tr}[\Delta_{11}^t] \leq \frac{d^t}{n^t} \mathbb{E} \text{tr}\left[\left(\sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l} \Sigma_{i} F_{k,a,b}^2 \Sigma_{i}^T \Pi_{i,l}\right)^t\right] \]
\[ \leq \frac{(dd_p)^t}{n^t} \mathbb{E} \text{tr}\left[\left(\frac{1}{d_p} \sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l} \Sigma_{i} F_{k,a,b}^2 \Sigma_{i}^T \Pi_{i,l}\right)\right] \]
\[ = \frac{(dd_p)^t}{n^t} \mathbb{E} \text{tr}\left[\left(\frac{1}{d_p} \sum_{i=1}^{n} \sum_{l=1}^{d} \Sigma_{i}^T \Pi_{i,l} \Pi_{i,l} \Sigma_{i} F_{k,a,b}^2 \right)\right] \]
To simplify this, we use Fact 2.7.22 to get
\[ \sum_{i=1}^{n} \sum_{l=1}^{d} \Sigma_{i}^T (\Pi_{i,l})^2 \Sigma_{i} \preceq \sum_{i=1}^{n} \sum_{l=1}^{d} \Sigma_{i}^T (\Pi_{i,l}')^2 \Sigma_{i} = \sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l}' \Sigma_{i} \Sigma_{i} \Pi_{i,l}' = \sum_{i=1}^{n} \sum_{l=1}^{d} \Pi_{i,l}' \Pi_{i,l}' \preceq d_p I \]
Therefore,
\[ \mathbb{E} \| \Delta_{11} \|_t^t \leq \frac{(dd_p)^t}{n^t} \mathbb{E} \text{tr}[F_{k,a,b}^2 t] = \frac{(dd_p)^t}{n^t} \mathbb{E} \| F_{k,a,b} \|_2^{2t} \]
Putting them together, using Fact 2.2.3,
\[ \mathbb{E} \left\| \Delta_{1}^{k,a,b} \right\|_t^t \leq 4^t (\mathbb{E} \| \Delta_{10} \|_t^t + \mathbb{E} \| \Delta_{11} \|_t^t) \]
\[ \leq \frac{(8dd_p)^t}{n^t} \mathbb{E} \| F_{k,a,b} \|_2^{2t} \]

We now restate and prove Lemma 2.7.18.
Lemma 2.7.18. For all integers $t \geq 1$,

\[ \mathbb{E} \left\| \Delta_{3}^{k,a,b} \right\|_{t}^{t} \leq \frac{(4dp)^t}{nt} \mathbb{E} \left\| \mathbf{F}_{k,a,b} \right\|_{2t} \]

Proof. Recall that $Z' = Z^{(i)}$ for $i$ sampled uniformly from $[n]$. Then,

\[ \Delta_{3}^{k,a,b} = \mathbb{E}[(D(Z)\overline{G}_{k,a,b}(Z)(D(Z) - D(Z')))^2|Z] \]

\[ = \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [(D(Z)\overline{G}_{k,a,b}(Z)(D(Z) - D(Z^{(i)})))^2]|Z] \right] \]

where we use the fact that $D(Z) - D(Z^{(i)}) = \Pi_{i}(D(Z) - D(Z^{(i)}))$ for all $i$. Define $M(Z) = D(Z)\overline{G}_{k,a,b}$ to get

\[ \Delta_{3}^{k,a,b} = \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}(D(Z) - D(Z^{(i)}))\Pi_{i}M(Z)^{T}]|Z] \right] \]

\[ \leq 2(\mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z)^{2}\Pi_{i}M(Z)^{T}]|Z] \right] + \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z^{(i)})^{2}\Pi_{i}M(Z)^{T}]|Z] \right]) \]

\[ = 2(\mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z)^{2}\Pi_{i}M(Z)^{T}]|Z] \right] + \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z^{(i)})^{2}\Pi_{i}M(Z)^{T}]|Z] \right]) \]

\[ = 2(\Delta_{30} + \Delta_{31}) \]

where we define

\[ \Delta_{30} = \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z)^{2}\Pi_{i}M(Z)^{T}]|Z] \right], \quad \Delta_{31} = \mathbb{E} \left[ \mathbb{E}_{i \in [n]} [M(Z)\Pi_{i}D(Z^{(i)})^{2}\Pi_{i}M(Z)^{T}]|Z] \right] \]
We have

$$\Delta_{30} = \mathbb{E}_{i \in [n]} [M(Z)\Pi_i D(Z)^{2}\Pi_i M(Z)^{\top}] = \mathbb{E}_{i \in [n]} [M(Z)D(Z)\Pi_i \Pi_i D(Z)M(Z)^{\top}]$$

$$= M(Z)D(Z)\left(\frac{1}{n} \sum_{i=1}^{n} \Pi_i^{2}\right)D(Z)M(Z)^{\top}$$

$$\preceq \frac{dp}{n} M(Z)D(Z)D(Z)M(Z)^{\top}$$

$$= \frac{dp}{n} F_{k,a,b}^{2}$$

For the other term, using Fact 2.7.22,

$$\Delta_{31} = \mathbb{E}_{i \in [n]} \mathbb{E} [M(Z)\Pi_i \Sigma_i D(Z)^{2}\Sigma_i \Pi_i M(Z)^{\top}] | Z]$$

$$= \mathbb{E}_{i \in [n]} [M(Z)\Pi_i \Sigma_i D(Z)^{2}\Sigma_i \Pi_i M(Z)^{\top}]$$

$$\preceq \mathbb{E}_{i \in [n]} [M(Z)\Pi_i^{'2}\Sigma_i D(Z)^{2}\Sigma_i \Pi_i^{'2}M(Z)^{\top}]$$

$$= \mathbb{E}_{i \in [n]} [M(Z)\Sigma_i \Pi_i^{'2}D(Z)^{2}\Pi_i^{'2}\Sigma_i M(Z)^{\top}]$$

$$= \mathbb{E}_{i \in [n]} [D(Z)G_{k,a,b}\Sigma_i \Pi_i^{'2}D(Z)^{2}\Pi_i^{'2}\Sigma_i G_{k,a,b}D(Z)]$$

Observe that $G_{k,a,b}\Sigma_i = G_{k,a,b}$ because the entries of $G$ only depend on $\alpha$ and not on $\gamma$, so permuting the $\gamma$s will not have any effect on the matrix. Therefore,
\[ \Delta_{31} \leq \mathbb{E}_{i \in [n]} [D(Z) \overline{G}_{k,a,b} \Pi_i' D(Z) D(Z) \overline{G}_{k,a,b} D(Z)] \]
\[ \leq \mathbb{E}_{i \in [n]} [D(Z) \overline{G}_{k,a,b} D(Z) \Pi_i' \Pi_i' D(Z) \overline{G}_{k,a,b} D(Z)] \]
\[ = \mathbb{E}_{i \in [n]} F_{k,a,b} \Pi_i' \Pi_i' F_{k,a,b} \]
\[ = \frac{1}{n} \sum_{i=1}^{n} F_{k,a,b} \Pi_i' \Pi_i' F_{k,a,b} \]
\[ \leq \frac{d_{p}F_{k,a,b}^2}{n} \]

where we used the fact that \( \sum_{i=1}^{n} \Pi_i' \Pi_i' \leq d_{p}I \). Putting them together,

\[ \mathbb{E} \left\| \Delta_{3}^{k,a,b} \right\|_t^t \leq 2^t (\mathbb{E} \left\| \Delta_{30} \right\|_t^t + \mathbb{E} \left\| \Delta_{31} \right\|_t^t) \leq 2^t \cdot \frac{d_{p}}{n} \mathbb{E} \left\| F_{k,a,b} \right\|_{2t}^2 \leq \frac{(4d_{p})^t}{n^t} \mathbb{E} \left\| F_{k,a,b} \right\|_{2t}^2 \]

\[ \square \]

2.8 Application: Sparse graph matrices

We now consider sparse graph matrices, i.e., the setting \( G \sim G_{n,p} \) for \( p \leq \frac{1}{2} \). The main difference from dense graph matrices is the contribution of the edge factors. Naïvely bounding the contribution of each edge by its absolute value, as explained in Section 2.5, each edge in the shape contributes a factor of \( \sqrt{\frac{1-p}{p}} \). But in many cases, these bounds are not tight. In fact, they are not tight even in the basic case of the adjacency matrix. In this section, we obtain tighter bounds using our general recursion. As we will see, the improved bound will contain the edge factors only for edges within the vertex separator.

Let \( M_{\tau} \) be the graph matrix corresponding to shape \( \tau \) where we use \( p \)-biased Fourier characters \( G_{i,j} \). In this section, we obtain bounds on \( \mathbb{E} \| M_{\tau} - \mathbb{E} M_{\tau} \|_{2t}^2 \) and use it to obtain
high probability bounds on \( \|M_{\tau}\| \). Since many of the details are similar to Section 2.4.2 and the proof of Theorem 2.4.9, we will pass lightly over some details. We recommend the reader to read that section first.

The \( G_{i,j} \) correspond to the \( Z_i \)s in Section 2.6 and \( F \) corresponds to \( M_{\tau} \). Let \( I \) denote the set of sub-tuples of \([n]\). Each nonzero entry of \( M_{\tau} \) is a homogenous polynomial of degree \( |E(\tau)| \). If \( E(\tau) = \emptyset \), then, \( M_{\tau} - \mathbb{E}M_{\tau} = 0 \) so we can focus on the case when \( \tau \) has at least one edge. Moreover, since degree-0 vertices in \( V(\tau) \setminus U_{\tau} \setminus V_{\tau} \) simply scale the matrix by a factor of at most \( n \), we can handle them separately and for our main analysis, we assume there are no such vertices in \( \tau \).

We will use Theorem 2.6.6 but the matrices and the statement can be drastically simplified in our application. Instate the notation of Section 2.6. Since we are dealing with multilinear polynomials, in the definition of \( K \), we can restrict our attention to \( \alpha \in \{0, 1\}^{(n)} \) because for any other \( \alpha \in \mathbb{N}^n \), the corresponding row or column of \( G_{a+b,a,b} \) and hence \( F_{a+b,a,b} \) will be 0. So, we can accordingly redefine \( K \) to only contain these \((\alpha, \gamma)\), hence \( K \subseteq \{0, 1\}^n \times \{0, 1\}^n \).

Next, the diagonal matrices \( D_1, D_2 \) will both be equal to the diagonal matrix \( D \in \mathbb{R}[Z]^{I \times K} \times \mathbb{R}[Z]^{I \times K} \) with nonzero entries

\[
D[(I, \alpha, \gamma), (I, \alpha, \gamma)] = \sqrt{\mathbb{E}\left[\prod_{i,j} G_{ij}^{2(1-\gamma)ij} \prod_{i,j} G_{i}^{\alpha_1 \gamma_{ij}} \prod_{i,j} G_{i}^{\alpha_2 \gamma_{ij}}\right]} = \prod_{i,j} G_{i}^{\alpha_1 \gamma_{ij}}
\]

where we used the fact that for any \( i, j \), \( \mathbb{E}[G_{ij}^2] = 1 \).

For integers \( a, b \geq 0 \) such that \( a + b = |E(\tau)| \), define the matrix \( M_{\tau,a,b} \) to be the matrix \( G_{a+b,a,b} \). We use this notation in order to be streamlined with Section 2.4.2. That is, \( M_{\tau,a,b} \) has rows and columns indexed by \( I \times K \) such that for all \((I, \alpha_1, \gamma_1), (J, \alpha_2, \gamma_2) \in I \times K \),

\[
M_{\tau,a,b}[(I, \alpha_1, \gamma_1), (J, \alpha_2, \gamma_2)] = \begin{cases} 
\nabla_{\alpha_1 + \alpha_2} M_{\tau}[I, J] & \text{if } |\alpha_1|_0 = a, |\alpha_2|_0 = b, \alpha_1 \cdot \alpha_2 = 0 \\
0 & \text{o.w.}
\end{cases}
\]
This is almost identical to the $M_{\tau,a,b}$ matrix defined in Section 2.4.2, with the difference being that the row and column indices now have $\gamma$ in them. Therefore, for $I, J \in \mathcal{I}, (\alpha_1, \gamma_1), (\alpha_2, \gamma_2) \in \mathcal{K}$ such that $|\alpha_1|_0 = a, |\alpha_2|_0 = b, \alpha_1 \cdot \alpha_2 = 0$, the entry in row $(I, \alpha_1, \gamma_1)$ and column $(J, \alpha_2, \gamma_2)$ is the number of realizations $\varphi$ of $\tau$ such that

- $U_\tau, V_\tau$ map to $I, J$ respectively under $\varphi$, and
- Under $\varphi$, the edges of $\tau$ map to the edges in $\alpha_1$ and $\alpha_2$ viewed as a set.

By Theorem 2.6.6, for integers $t \geq 1$,

$$E \|M_\tau - E M_\tau\|_2^2 \leq \sum_{a,b \geq 0, a+b \geq 1} (Ct^2dd_P)^{(a+b)t} E \|F_{a+b,a,b}\|_2^t$$

$$= \sum_{a,b \geq 0, a+b = |E(\tau)|} (Ct^2|E(\tau)|^4)^{t|E(\tau)|} E \|D M_{\tau,a,b}\|_2^t$$

for an absolute constant $C > 0$.

Now, we would like to analyze $E \|D M_{\tau,a,b}\|_2^2$. Just as in the proof of Theorem 2.4.9, let $P$ specify which edges of $E(\tau)$ go to $\alpha_1, \alpha_2$ respectively and in what order. Moreover, we now store extra information in $P$ that indicates which entries of $\gamma_1, \gamma_2$ (relative to $\alpha_1, \alpha_2$) are set to 1. Let the set of such information $P$ be denoted $\mathcal{P}$, then $|\mathcal{P}| \leq (4|E(\tau)|)^{t|E(\tau)|} |E(\tau)|$. Thus,

$$E \|D M_{\tau,a,b}\|_2^2 \leq (8|E(\tau)|)^{t|E(\tau)|} \sum_{P \in \mathcal{P}} E \|D M_{\tau,a,b,P}\|_2^2$$

where we define $M_{\tau,a,b,P}$ similar to $M_{\tau,a,b}$ with the extra condition that $\varphi, \alpha_1, \alpha_2, \gamma_1, \gamma_2$ must respect $P$.

At this point, in contrast to the proof of Theorem 2.4.9, note that the matrices $M_{\tau,a,b,P}$ here have rows and columns indexed by $\mathcal{I} \times \mathcal{K}$. We will again define the shape $\tau_P$ that is equal to the nonzero block of the matrix $D M_{\tau,a,b,P}$, up to renaming of the rows and
columns. \(V(\tau_P), U_{\tau_P}, V_{\tau_P}\) are defined the same way as in Section 2.4.2 but to incorporate the action of \(D\) on these entries, we simply keep the edges that are active in \(\gamma_1\) or \(\gamma_2\), as prescribed by \(P\). For an illustration, see Fig. 2.6.

Figure 2.6: An example illustrating how \(\tau_P\) is defined. In this example, \(P\) constrains the blue and red edges to go to \(\alpha_1\) and \(\alpha_2\) respectively. Moreover, \(P\) indicates that some edges are active in \(\gamma_1, \gamma_2\) (indicated by a solid edge) and some are not active (indicated by a dashed edge) in \(\gamma_1, \gamma_2\). We keep the solid edges in \(\tau_P\). \(U_{\tau_P}, V_{\tau_P}\) also have an ordering on the vertices (not shown here).

Then, by similar renaming of the rows and columns of \(DM_{\tau,a,b,P}D\) and dropping the \(\gamma_s\), we obtain \(M_{\tau_P}\). We therefore obtain the bound

\[
\mathbb{E}\|DM_{\tau,a,b}D\|_{2t}^{2t} \leq (8|E(\tau)|)^{t|E(\tau)|} \sum_{P \in \mathcal{P}} \mathbb{E}\|M_{\tau_P}\|_{2t}^{2t}
\]

We would like to analyze norm bounds on the matrices \(M_{\tau_P}\). Observe that \(\tau_P\) are shapes with the properties

- there are no vertices in \(V(\tau_P) \setminus U_{\tau_P} \setminus V_{\tau_P}\)
- each edge is either entirely contained in \(U_{\tau_P}\) or entirely contained in \(V_{\tau_P}\)

Call such shapes simple.

In the following lemma, whose proof is deferred to the next section, we prove norm bounds on simple shapes. Recall that in Lemma 2.4.10, we analyzed the norm bounds of simple shapes with no edges (because in this case, the graph distribution doesn’t matter).
The analysis for simple shapes is very similar but this time, we use scalar concentration tools to bound the Frobenius norm.

For a set $S$ of vertices, denote by $E(S)$ the set of edges with both endpoints in $S$.

**Lemma 2.8.1.** For all even integers $t \geq 2$, if $\tau$ is a simple shape,

$$
\mathbb{E}\|M_{\tau}\|_{2t}^{2t} \leq \left(n^{\frac{|V(\tau)|}{t(|V(\tau)|)}}(Ct)^{t|E(\tau)|}\frac{t|V(\tau)|}{t|V(\tau)|}\right) \max_{U_\tau \cap V_\tau \subseteq S \subseteq V(\tau)} \left(\frac{1-p}{p}\right)^{t|E(S)|} n^{t(|V(\tau)|-|S|)}
$$

for an absolute constant $C > 0$.

For simple shapes, the main difference from norm bounds on corresponding dense graph matrices is that each edge within $S$ contributes a factor of $\sqrt{1-p}/p$. Edge contributions are unavoidable when handling sparse graph matrices, but we have identified that we need not consider all edges in the shape but only a subset of it.

Using this lemma, we can obtain norm bounds on general graph matrices. We recall the definition of a vertex separator.

**Definition 2.4.8 (Vertex separator).** For a shape $\tau$, define a vertex separator to be a subset of vertices $S \subseteq V(\tau)$ such that there is no path from $U_\tau$ to $V_\tau$ in $\tau \setminus S$, which is the shape obtained by deleting all the vertices of $S$ (including all edges they’re incident on).

Let $I_{\tau}$ be the set of isolated vertices (vertices of degree 0) in $V(\tau) \setminus U_\tau \setminus V_\tau$, so they essentially scale the matrix by a scalar factor. We now state the main theorem of this section.

**Theorem 2.8.2.** For all even integers $t \geq 2$, for any shape $\tau$,

$$
\mathbb{E}\|M_\tau - \mathbb{E}M_\tau\|_{2t}^{2t} \leq \left(n^{\frac{|V(\tau)|}{t|V(\tau)|}}(Ct^3|E(\tau)|^5)t|E(\tau)|\right) \max_{\text{vertex separator } S} \left(\frac{1-p}{p}\right)^{t|E(S)|} n^{t(|V(\tau)|-|S|+|I_{\tau}|)}
$$

where the maximum is over all vertex separators $S$. 
To interpret this bound, if we assume that there are a constant number of vertices in \( \tau \), then by choosing \( t \approx \text{polylog}(n) \), we get

\[
\|M_\tau\| = \tilde{O}\left( \max_{\text{vertex separator } S} \left( \sqrt{\frac{1-p}{p}} \frac{|E(S)|}{\sqrt{n}} |V(\tau)| - |S| + |I_\tau| \right) \right)
\]

with high probability, where \( \tilde{O} \) hides logarithmic factors. This result follows from Theorem 2.8.2 if \( \tau \) has at least one edge, but also applies if \( \tau \) has no edges, in which case we can directly use the far simpler Lemma 2.4.10. A precise form of the above characterization is given in Corollary 2.8.3.

Theorem 2.8.2 gives us the right dependence on \( p, n \) for norm bounds in the case of sparse graph matrices. The same bound, up to lower order terms, was also obtained in [110] via the trace power method, where they use these bounds to prove semidefinite-programming lower bounds for the maximum independent set problem on sparse graphs.

Proof of Theorem 2.8.2. If \( E(\tau) = \emptyset \), then \( M_\tau = \mathbb{E} M_\tau \) and we are done. So, assume \( E(\tau) \neq \emptyset \). Since vertices in \( I_\tau \) only scale the matrix by a factor of at most \( n \), we can handle them separately and our bound has the appropriate power of \( n \) coming from these. Therefore, we can assume \( I_\tau = \emptyset \). Continuing our prior discussions, for an absolute constant \( C_1 > 0 \),

\[
\mathbb{E}\|M_\tau - \mathbb{E} M_\tau\|_{2t}^2 \leq \sum_{a,b \geq 0, a+b=|E(\tau)|} (C_1 t^2 |E(\tau)|^4)^{t|E(\tau)|} \mathbb{E}\|D M_{\tau,a,b} D\|_{2t}^{2t}
\]

\[
\leq \sum_{a,b \geq 0, a+b=|E(\tau)|} (C_1 t^2 |E(\tau)|^4)^{t|E(\tau)|} (8 |E(\tau)|)^{t|E(\tau)|} \sum_{\psi \in \Gamma_{a,b}} \mathbb{E}\|M_\psi\|_{2t}^{2t}
\]

where \( \Gamma_{a,b} \) are the set of simple shapes we obtain for \( D M_{\tau,a,b} D \), as per our discussion above.
Using Lemma 2.8.1, for an absolute constant $C_2 > 0$, we have

$$
\mathbb{E} \|M - E M\|_{2t}^2 \leq \left( n |V(\tau)| |V(\tau)| (C_2 t^3 |E(\tau)|^5)^{t |E(\tau)|} \right) \sum_{a,b \geq 0, a+b = |E(\tau)|} \sum_{\psi \in \Gamma_{a,b}} \max_{U_{\psi} \cap V_{\psi} \subseteq S \subseteq V(\psi)} \left( \frac{1-p}{p} \right)^{t |E(S)| / n^{t |V(\psi)| - |S|}}
$$

For any $a, b$, consider any simple shape $\psi \in \Gamma_{a,b}$ that can be obtained. As observed in the proof of Theorem 2.4.9 (see in particular Fig. 2.5), $U_{\psi} \cap V_{\psi}$ must be a vertex separator of $\tau$. Therefore, any $S \supseteq U_{\psi} \cap V_{\psi}$ must be a vertex separator of $\tau$. It’s easy to see that as $S$ ranges over all sets such that $U_{\psi} \cap V_{\psi} \subseteq S \subseteq V(\psi)$, it ranges over all vertex separators of $\tau$.

Also, the number of different $\psi$ is at most $4 |E(\tau)|$ since each edge can go either to $U_{\psi}$ or $V_{\psi}$ and for each such choice, it can either be active in $\gamma$ or not. Therefore,

$$
\mathbb{E} \|M - E M\|_{2t}^2 \leq \left( n |V(\tau)| |V(\tau)| (C_2 t^3 |E(\tau)|^5)^{t |E(\tau)|} \right) 4 |E(\tau)| \max_{\text{vertex separator } S} \left( \frac{1-p}{p} \right)^{t |E(S)| / n^{t |V(\tau)| - |S|}} \leq \left( n |V(\tau)| |V(\tau)| (C t^3 |E(\tau)|^5)^{t |E(\tau)|} \right) \max_{\text{vertex separator } S} \left( \frac{1-p}{p} \right)^{t |E(S)| / n^{t |V(\tau)| - |S|}}
$$

for an absolute constant $C > 0$.

The following corollary obtains high probability norm bounds for norms of graph matrices via Markov’s inequality. We assume the graph has at least one edge, otherwise it is deterministic and its norm bound was already analyzed in Lemma 2.4.10, Corollary 2.4.11, where we observe that the distinction between sparse and dense graph matrices does not matter if the random matrix is deterministic.

**Corollary 2.8.3.** For a shape $\tau$ with at least one edge, for any constant $\varepsilon > 0$, with probability $1 - \varepsilon$,

$$
\|M - E M\| \leq \left( |V(\tau)| |V(\tau)| / 2 |E(\tau)| \right) \max_{\text{vertex separator } S} \left( \frac{1-p}{p} \right)^{|E(S)| / \sqrt{n |V(\tau)| - |S| + |I_\tau|}}
$$

for an absolute constant $C > 0$. 81
Proof. Since $|E(\tau)| \geq 1$, $\mathbb{E} M_\tau = 0$. By an application of Markov’s inequality,

$$
\Pr[\|M_\tau\| \geq \theta] \\
\leq \Pr[\|M_\tau\|_{2t}^{2t} \geq \theta^{2t}] \\
\leq \theta^{-2t} \mathbb{E} \|M_\tau\|_{2t}^{2t} \\
\leq \theta^{-2t} \left( n^{\|\mathbb{E}(\tau)\|} |V(\tau)|^{\|\mathbb{E}(\tau)\|} (C' t^3 |E(\tau)|^5 |E(\tau)|) \max_{\text{vertex separator } S} \left( \sqrt{\frac{1-p}{p}} \right)^{\|E(S)\|} n^{\|\mathbb{E}(\tau)| - |S| + |I_\tau|} \right)
$$

for an absolute constant $C' > 0$. We now set

$$
\theta = \left( \varepsilon^{-1/(2t)} (C'' n^{\|\mathbb{E}(\tau)\|} |V(\tau)|^{\|\mathbb{E}(\tau)\|}/(2t) |V(\tau)|^{\|\mathbb{E}(\tau)\|}/2 t^3 |E(\tau)|^5 |E(\tau)|^{1/2}) \right)

\cdot \max_{\text{vertex separator } S} \left( \sqrt{\frac{1-p}{p}} \right)^{\|E(S)\|} \frac{\sqrt{n^{\|\mathbb{E}(\tau)| - |S| + |I_\tau|}}}{\varepsilon^{\|\mathbb{E}(\tau)\|}}
$$

for an absolute constant $C'' > 0$, to make this expression at most $\varepsilon$. Set $t = \frac{1}{2} \log(n^{\|\mathbb{E}(\tau)\|}/\varepsilon)$ to complete the proof.

### 2.8.1 Norm bounds on simple graph matrices

In this section, we will prove Lemma 2.8.1. First, we recall the following scalar concentration result from [193].

Schudy-Sviridenko moment bound

The definitions and main bound in this section are from [193].

**Definition 2.8.4.** A random variable $Z$ is central moment bounded with real parameter $L > 0$ if for any integer $i \geq 1$,

$$
\mathbb{E}[|Z - \mathbb{E}[Z]|^i] \leq i \cdot L \cdot \mathbb{E}[|Z - \mathbb{E}[Z]|^{i-1}]
$$
**Proposition 2.8.5.** The $p$-biased Bernoulli random variable $Z$ is central moment bounded with real parameter $L = \sqrt{\frac{1-p}{p}}$.

**Proof.** We have $\mathbb{E}[Z] = 0$ and for $p \leq \frac{1}{2}$, $|Z| \leq \sqrt{\frac{1-p}{p}}$, therefore,

$$
\mathbb{E}[|Z - \mathbb{E}[Z]|^i] = p\sqrt{\frac{p}{1-p}} + (1-p)\sqrt{\frac{1-p}{p}}^i \\
\leq \sqrt{\frac{1-p}{p}} \left( p\sqrt{\frac{p}{1-p}}^{i-1} + (1-p)\sqrt{\frac{1-p}{p}}^{i-1} \right) \\
= \sqrt{\frac{1-p}{p}} \mathbb{E}[|Z - \mathbb{E}[Z]|^{i-1}]
$$

therefore, we can take $L = \sqrt{\frac{1-p}{p}}$.

For a given multilinear polynomial $f(x)$ on variables $x_1, \ldots, x_n$, we can naturally associate with it a hypergraph $H$ on vertices $[n]$ and weighted hyperedges $E(H)$ where each $h \in E(H)$ corresponds to a distinct term of $f(x)$. Each hyperedge $h$ is a subset $V(h)$ of vertices and has a real valued weight $w_h$ which is the coefficient of that monomial in $f$. Therefore,

$$
f(x) = \sum_{h \in E(H)} w_h \prod_{v \in V(h)} x_v
$$

Assume $f$ has degree $d_p$, then each hyperedge of $H$ has at most $d_p$ vertices.

Now, for a given collection of independent random variables $Y_1, \ldots, Y_n$, a multilinear polynomial $f$ with associated hypergraph $H$ and weights $w$, and an integer $r \geq 0$, define

$$
\mu_r(f, Y) = \max_{S \subseteq [n], |S| = r} \left( \sum_{h \in E(H), S \subseteq V(h)} |w_h| \prod_{v \in V(h) \setminus S} \mathbb{E}[|Y_v|] \right)
$$

**Lemma 2.8.6** ([193], Lemma 5.1). Given $n$ independent central moment bounded random variables $Y_1, \ldots, Y_n$ with the same parameter $L > 0$ and a degree $d_p$ multilinear polynomial
Let \( t \geq 2 \) be an even integer, then
\[
\mathbb{E}[|f(Y) - \mathbb{E}[f(Y)]|^t] \leq \max \left\{ \left( \sqrt{t R_4^{d_p} \text{Var}[f(Y)]} \right)^t, \max_{r \in [d_p]} (t^r R_4^{d_p} L^r \mu_r(f, Y))^t \right\}
\]
where \( R_4 \geq 1 \) is some absolute constant.

In our setting, we can also bound the variance in terms of the \( \mu_r \) as was shown in [193], which will simplify our calculations.

Lemma 2.8.7 ([193], Lemma 1.5). For the same setting as in Lemma 2.8.6,
\[
\text{Var}[f(Y)] \leq 2d_p 4^{d_p} \max_{r \in [d_p]} (\mu_0(f, Y) \mu_r(f, Y) 4^r L^r)
\]

Proof of Lemma 2.8.1

We are ready to prove Lemma 2.8.1 which we restate for convenience.

Lemma 2.8.1. For all even integers \( t \geq 2 \), if \( \tau \) is a simple shape,
\[
\mathbb{E} \| M_{\tau} \|_{2t}^2 \leq \left( \frac{t |V(\tau)| (\sigma(t)^{E(\tau)} |V(\tau)|^t |V(\tau)|)}{\max_{U_\tau \cap V_\tau \subseteq S \subseteq V(\tau)} \left( \frac{1 - p}{p} \right)^t |E(S)| n^t (|V(\tau)| - |S|)} \right)
\]
for an absolute constant \( C > 0 \).

We will prove it the same way as Lemma 2.4.10, by bounding the schatten norm of each diagonal block by an appropriate power of its Frobenius norm. In this case, to bound the expected power of the Frobenius norm, we use the scalar concentration inequality from the previous section.

Proof of Lemma 2.8.1. First, we note that \( M_{\tau} \) has a block diagonal structure indexed by the realizations of the set of common vertices \( S_0 = U_{\tau_p} \cap V_{\tau_p} \). For \( T \in [n]^{S_0} \), let \( M_{\tau, T} \) be
the block of $M_r$ with $\varphi(S_0) = T$. Then, $M_{r,T}M_{r,T'}^\top = M_{r,T'}M_{r,T'} = 0$ for $T \neq T'$ and so,

$$
\mathbb{E} \|M_r\|_{2t}^2 = \sum_{T \in [n]^{S_0}} \mathbb{E} \|M_{r,T}\|_{2t}^{2t} \leq \sum_{T \in [n]^{S_0}} \mathbb{E}(\|M_{r,T}\|_{2}^2)^t
$$

where we bounded the Schatten norm by a power of the Frobenius norm.

Fix $T \in [n]^{S_0}$ and consider $\mathbb{E} \|M_{r,T}\|_{2}^2$. Let $\mathcal{R}$ be the set of realizations $\varphi$ of $\tau$ such that $\varphi(S_0) = T$. Then, for $\varphi \in \mathcal{R}$ and $e \in E(S_0)$, the value of $\varphi(e)$ is fixed. Using this,

$$
\|M_{r,T}\|_{2}^2 = \sum_{\varphi \in \mathcal{R}} \prod_{e \in E(\tau)} G_{\varphi(e)}^2
$$

$$
= \prod_{e \in E(S_0)} G_{\varphi(e)}^2 \sum_{\varphi \in \mathcal{R}} \prod_{e \in E(\tau) \setminus E(S_0)} G_{\varphi(e)}^2
$$

$$
\leq L|E(S_0)| \sum_{\varphi \in \mathcal{R}} \prod_{e \in E(\tau) \setminus E(S_0)} G_{\varphi(e)}^2
$$

where $L = \frac{1-p}{p}$ is an upper bound on $G_{ij}^2$ for $p \leq \frac{1}{2}$. Define the quantity

$$
A = \max_{S_0 \subseteq S \subseteq V(\tau)} L|E(S)| |V(\tau)| - |S|
$$

**Claim 2.8.8.** $\mathbb{E}(\|M_{r,T}\|_{2}^2)^t \leq (Ct)^t|E(\tau)||V(\tau)|^t|V(\tau)|A^t$ for an absolute constant $C > 0$.

Using this claim, we have

$$
\mathbb{E} \|M_r\|_{2t}^{2t} \leq \sum_{T \in [n]^{S_0}} \mathbb{E}(\|M_{r,T}\|_{2}^2)^t
$$

$$
\leq n|S_0|(Ct)^t|E(\tau)||V(\tau)|^t|V(\tau)|A^t
$$

$$
= n|V(\tau)|(Ct)^t|E(\tau)||V(\tau)|^t|V(\tau)| \max_{U \cap V \subseteq S \subseteq V(\tau)} \left( \frac{1-p}{p} \right)^t|E(S)| n^t(|V(\tau)| - |S|)
$$

as required.
It remains to prove the claim.

Proof of Claim 2.8.8. For $1 \leq i, j \leq n$, define the variables $Y_{ij} = G_{ij}^2$ with $\mathbb{E}[|Y_{ij}|] = 1$. Let $f(Y)$ be the polynomial $L_{E(S_0)}^{|E(S_0)|} \sum_{\varphi \in \mathcal{R}} \prod_{e \in E(\tau) \setminus E(S_0)} Y_{\varphi(e)}$. It suffices to prove that $\mathbb{E}[f(Y)^t] \leq (Ct)^t |E| A^t$.

We will first prove that $\mathbb{E}[(f(Y) - \mathbb{E}[f(Y)])^t] \leq (C't)^t |E(\tau)| |V(\tau)| A^t$ for a sufficiently large constant $C' > 0$.

$f$ is a homogeneous multilinear polynomial of degree $|E(\tau) \setminus E(S_0)|$. If we had $E(\tau) \setminus E(S_0) = \emptyset$, then $f$ is a constant and so, the inequality is obvious because $f(Y) = \mathbb{E}[f(Y)]$. Now, assume $E(\tau) \setminus E(S_0) \neq \emptyset$. We invoke Lemma 2.8.6. Let $f$ have associated hypergraph $H$ and weights $w$. Then,

$$\mathbb{E}[|f(Y) - \mathbb{E}[f(Y)]|^t] \leq \max \left\{ \left( \sqrt{tR_4^{E(\tau) \setminus E(S_0)} |\text{Var}[f(Y)]|} \right)^t, \max_{r \in |E(\tau) \setminus E(S_0)|} (t'R_4^{E(\tau) \setminus E(S_0)} L^r \mu_r(f,Y))^t \right\}$$

For all $r \geq 0$, we will prove that $L^r \mu_r(f,Y) \leq |V(\tau)| |V(\tau)| A$. By definition,

$$\mu_r(f,Y) = \max_{F \subseteq [n], |F| = r} \sum_{h \in E(H), F \subseteq V(h)} |w_h|$$

Consider any set of edge labels $F \subseteq [n], |F| = r$. Then, $\sum_{h \in E(H), F \subseteq V(h)} |w_h|$ is at most $L^{E(S_0)} c$ where $c$ is the number of realizations $\varphi \in \mathcal{R}$ such that $\varphi(E(\tau))$ contains $F$. Suppose $F$ contains $v$ new labels apart from $\varphi(S_0) = T$. Then $c \leq |V(\tau)^{v,n}||V(\tau)| - |S_0| - v$ because we can first choose and label the set of vertices that get these $v$ labels and then label the remaining vertices freely, each of which has at most $n$ choices.

Observe that $L^{E(S_0)} L^r n^{|V(\tau)| - |S_0| - v} \leq A$ because in the definition of $S$, we can set $S$ to be the union of $S$ and any valid choice of these $v$ vertices. Putting this together, we get

$$L^r \mu_r(f,Y) \leq L^r \max_{F \subseteq [n], |F| = r} \sum_{h \in E(H), F \subseteq V(h)} |w_h| \leq |V(\tau)| |V(\tau)| A$$
which implies
\[
\max_{r \in [\|E(\tau)\|]} (t^r R_4^{E(\tau)}|E(S_0)| L^r \mu_r(f, Y))^t \leq |V(\tau)| t |V(\tau)| (R_4 t)^t |E(\tau)| A^t
\]
and using Lemma 2.8.7,
\[
\text{Var}[f(Y)] \leq 2|E(\tau)| 4 |E(\tau)| \max_{r \in [\|E(\tau)\|]} (\mu_0(f, Y) \mu_r(f, Y) 4^r L^r) \\
\leq 2|E(\tau)| 16 |E(\tau)| |V(\tau)|^2 |V(\tau)| A^2
\]
Putting them together, we get
\[
\mathbb{E}[(f(Y) - \mathbb{E}[f(Y)])^t] \leq \max \left\{ \left( \sqrt{2t R_4^{E(\tau)}|E(\tau)| 16 |E(\tau)| |V(\tau)|^2 |V(\tau)| A^2} \right)^t, |V(\tau)| t |V(\tau)| (R_4 t)^t |E(\tau)| A^t \right\} \\
\leq (C't)^t |E(\tau)| |V(\tau)| A^t
\]
for an absolute constant $C' > 0$.

Finally, $\mathbb{E}[f(Y)] \leq L |E(S_0)| |\mathcal{R}| \leq L |E(S_0)| |\mathcal{R}| |V(\tau)| S_0| \leq A$ which gives
\[
\mathbb{E}[f(Y)^t] \leq 2^t \left( \mathbb{E}[(f(Y) - \mathbb{E}[f(Y)])^t] + \mathbb{E}[f(Y)]^t \right) \\
\leq 2^t ((C't)^t |E(\tau)| |V(\tau)|^t |V(\tau)| A^t + A^t) \\
\leq (Ct)^t |E(\tau)| |V(\tau)|^t |V(\tau)| A^t
\]
for an absolute constant $C > 0$.\hfill\blacksquare

87
CHAPTER 3
THE SUM OF SQUARES HIERARCHY

In this chapter, we formally introduce the Sum of Squares (SoS) hierarchy. Then, we take a minor detour and define low-degree distinguishers and related concepts for hypothesis testing, which will set the stage for us to discuss SoS lower bounds. We then go back to SoS and discuss the heuristic known as pseudo-calibration, that will be a basic ingredient we use in our SoS lower bounds. We finally show a formal connection between pseudo-calibration and low-degree distinguishers.

3.1 The Sum of Squares hierarchy

We start by defining convex relaxations for polynomial optimization problems. The SoS hierarchy will then be a special family of convex relaxations. For a more detailed treatment, see e.g. [137, 20, 74].

3.1.1 Polynomial optimization and convex relaxations

In polynomial optimization, we are given multivariate polynomials \( p, g_1, \ldots, g_m \) on \( n \) variables \( x_1, \ldots, x_n \) taking real values, denoted collectively by \( x \), and the task is to:

\[
\text{maximize } p(x) \text{ such that } g_1(x) = 0, \ldots, g_m(x) = 0
\]

In general, we could also allow inequality constraints, e.g., \( g_i(x) \geq 0 \). For technical convenience in our setup, we work only with equality constraints but much of the theory generalizes, with some modifications, when we have inequality constraints instead. An alternate approach is to replace each inequality \( g_i(x) \geq 0 \) by \( g_i(x) = y^2 \) where \( y \) is a new variable that we can introduce.
In this formulation, many optimization problems can be formulated as polynomial optimization problems.

**Example 3.1.1 (Maximum Cut).** Given a graph $G = (V, E)$, we would like to partition the set of vertices into two subsets such that the number of edges with endpoints in different subsets is maximized. To formulate this as a polynomial optimization problem, let the graph have $n$ vertices and let $x_1, \ldots, x_n$ be variables, one for each vertex. We wish to enforce $x_i \in \{-1, 1\}$ where all vertices $i$ with $x_i = -1$ form one subset and the rest form the other subset. We can enforce this set containment constraint via the polynomial constraint $x_i^2 = 1$.

For any edge $(i, j) \in E$, it is cut if and only if $x_ix_j = -1$. Therefore, the total number of edges cut is $\sum_{(i,j) \in E} \frac{1}{2}(1 - x_ix_j)$. The polynomial formulation therefore becomes

$$\max_{x \in \mathbb{R}^n} \sum_{(i,j) \in E} \frac{1}{2}(1 - x_ix_j) \text{ such that}$$

$$x_i^2 = 1 \text{ for all } i \leq n$$

**Example 3.1.2 (Maximum Clique).** Given a graph $G = (V, E)$, we would like to find the maximize size subset of vertices that form a clique. Again, let $x_1, \ldots, x_n$ be variables, one for each vertex. This time, we wish to enforce $x_i \in \{0, 1\}$, which we can easily do so using the polynomial constraint $x_i^2 = x_i$, with the intent being that all vertices $i$ with $x_i = 1$ form a clique. To enforce this clique constraint, we can add the polynomial constraint $x_ix_j = 0$ for all non-edges $(i, j) \notin E$. Finally, to maximize the size of the subset, we simply maximize $\sum_{i \leq n} x_i$. Therefore, the polynomial optimization is

$$\max_{x \in \mathbb{R}^n} \sum_{i \leq n} x_i \text{ such that}$$

$$x_ix_j = 0 \text{ for all } (i, j) \notin E$$

$$x_i^2 = x_i \text{ for all } i \leq n$$
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There can be other equivalent formulations for these problems. In general, many optimization problems can be stated in this manner, therefore generic polynomial optimization contains a large class of fundamental problems that appear in computer science.

Since exactly solving maximum cut or maximum clique is NP-hard \cite{112}, exactly solving these polynomial optimization problems is also NP-hard. Therefore, we turn to convex relaxations.

A convex relaxation of a polynomial optimization problem widens the search space of solution vectors \( x \) into a larger space that one can efficiently optimize over. We will describe one way to do this. We identify a convex space \( \mathcal{C} \) that contains the space \( \mathcal{S} = \{ g_1(x) = 0, \ldots, g_m(x) = 0 \} \) up to a map, that is, for each \( x \in \mathcal{S} \), there exists a corresponding \( y \in \mathcal{C} \) such that \( y \) is a representative of \( x \). We also identify a convex function \( \tilde{p}(y) \) such that if \( y \) is a representative of \( x \), then \( \tilde{p}(y) = p(x) \). Then, we simply optimize \( \tilde{p}(y) \) over \( \mathcal{C} \). There has been significant work on efficiently optimizing a convex function over a convex body, which is possible under reasonable assumptions (see e.g. \cite{165}). It’s clear that from the above properties, the solution we get is at least as large as the optimal solution (in the case of maximization), but it comes with the advantage that it is efficiently computable. It is desirable to design convex relaxations for problems that yield good approximations. The SoS hierarchy is a family of such convex relaxations.

### 3.1.2 Sum of Squares relaxations

The SoS hierarchy, sometimes referred to as the Lasserre hierarchy, was first independently studied by \cite{169, 136, 196} and has been studied in other contexts by \cite{158, 84, 85}. It is a family of convex relaxations for polynomial optimization, parameterized by an integer known as its degree. As we increase the degree, we get progressively tighter relaxations, but requiring longer times to optimize over.

We now formally describe the Sum of Squares hierarchy, via the so-called pseudoexpec-
Definition 3.1.3 (Pseudo-expectation values). Given multivariate polynomial constraints \( g_1 = 0, \ldots, g_m = 0 \) on \( n \) variables \( x_1, \ldots, x_n \), degree \( d \) pseudo-expectation values are a linear map \( \mathbb{E} \) from polynomials of \( x_1, \ldots, x_n \) of degree at most \( d \) to \( \mathbb{R} \) satisfying the following conditions:

1. \( \mathbb{E}[1] = 1 \),
2. \( \mathbb{E}[f \cdot g_i] = 0 \) for every \( i \in [m] \) and polynomial \( f \) such that \( \deg(f \cdot g_i) \leq d \).
3. \( \mathbb{E}[f^2] \geq 0 \) for every polynomial \( f \) such that \( \deg(f^2) \leq d \).

Any linear map \( \mathbb{E} \) satisfying the above properties is known as a degree \( d \) pseudoexpectation operator satisfying the constraints \( g_1 = 0, \ldots, g_m = 0 \).

Definition 3.1.4 (Degree \( d \) SoS). The degree \( d \) SoS relaxation for the polynomial optimization problem

\[
\text{maximize } p(x) \text{ such that } g_1(x) = 0, \ldots, g_m(x) = 0
\]

is the program that maximizes \( \mathbb{E}[p(x)] \) over all degree \( d \) pseudoexpectation operators \( \mathbb{E} \) satisfying the constraints \( g_1 = 0, \ldots, g_m = 0 \).

The intuition behind pseudo-expectation values is that the conditions on the pseudo-expectation values are conditions that would be satisfied by any actual expected values over a distribution of solutions, so optimizing over pseudo-expectation values gives a relaxation of the problem.

The main observation is that the SoS relaxation can be efficiently solved! This is because the conditions on pseudo-expectation values can be captured by a semidefinite program. In particular, Item 3 in Definition 3.1.3 can be reexpressed in terms of a matrix called the moment matrix.
Definition 3.1.5 (Moment Matrix of $\tilde{E}$). Given a degree $d$ pseudo-expectation operator $\tilde{E}$, define the associated moment matrix $\Lambda$ to be a matrix with rows and columns indexed by monomials $p$ and $q$ such that the entry corresponding to row $p$ and column $q$ is

$$\Lambda[p, q] := \tilde{E}[pq].$$

It is easy to verify that Item 3 in Definition 3.1.3 equivalent to $\Lambda \succeq 0$. Therefore, solving the degree $d$ SoS relaxation can be done via semidefinite programming, see for e.g. [207]. In general, for degree-$d$ SoS, we can solve it in $n^{O(d)}$ time\(^1\). Therefore, constant degree SoS can be solved in polynomial time.

Analyzing degree 2 SoS for maximum clique

To illustrate the use of this technique, let’s analyze the degree 2 SoS relaxation for the maximum clique problem on Erdős-Rényi random graphs $G_{n,1/2}$. We use the program from Example 3.1.2.

Let $A$ be the adjacency matrix of a graph $G$ sampled from $G_{n,1/2}$ and let $J$ be the matrix with all 1s. Then, with high probability over the choice of $G$, from random matrix theory, we have $\lambda_{max}(A - J/2) = O(\sqrt{n})$ where $\lambda_{max}(.)$ denotes the maximum singular value. Now, suppose a set $S$ of vertices form a clique and let $\mathbf{1}_S$ denote the indicator vector of the set $S$, then

$$\frac{k(k - 1)}{2} = \langle \mathbf{1}_S, (A - J/2)\mathbf{1}_S \rangle$$

$$\leq \|\mathbf{1}_S\|^2 \cdot \lambda_{max}(A - J/2)$$

$$\leq k \cdot O(\sqrt{n})$$

\(^1\) This is not completely accurate due to issues of bit complexity [161] but this doesn’t occur for most problems of interest [181]
which shows \( k \leq O(\sqrt{n}) \).

The crux of this simple argument is that this is a \textit{low-degree proof}, more specifically degree 2 proof, that SoS can capture. That is, if we solve the degree 2 SoS relaxation, we will be able to show that \( \mathbb{E}[\sum x_i] = O(\sqrt{n}) \) whp.

To see this formally, we start with the following inequality: \( O(\sqrt{n})I - (A - J/2) \succeq 0 \) whp. This implies

\[
x^\top(O(\sqrt{n})I - (A - J/2))x = \sum p_i(x)^2
\]
is a sum of squares of polynomials of degree at most 1. A simple computation yields

\[
x^\top(A - J/2)x = \frac{1}{2}(\sum_{i=1}^n x_i)^2 - \sum_{i,j} x_i x_j \mathbf{1}((i, j) \notin E(G))
\]

For our program variables \( x \), we have \( x_i^2 = x_i \) and \( x_i x_j \mathbf{1}((i, j) \notin E(G)) = 0 \). Therefore,

\[
\sum p_i(x)^2 = O(\sqrt{n})(\sum_{i=1}^n x_i) - \frac{1}{2}(\sum_{i=1}^n x_i)^2
\]

Apply \( \mathbb{E} \) both sides. We finally use the fact that for a polynomial \( p(x) \), we have \( \mathbb{E}[p(x)^2] \geq \mathbb{E}[p(x)]^2 \), which is true because this rearranges to \( \mathbb{E}[(p(x) - \mathbb{E}[p(x)])^2] \geq 0 \), which is true because the left hand side is the the pseudo-expectation of a square polynomial, which is nonnegative by definition. This simple fact is essentially saying that the pseudo-variance is nonnegative. Using the linearity of \( \mathbb{E} \), we finally get
\[
O(\sqrt{n})\mathbb{E}[\sum_{i=1}^{n} x_i] - \frac{1}{2}(\mathbb{E}[\sum_{i=1}^{n} x_i])^2 \geq O(\sqrt{n})\mathbb{E}[\sum_{i=1}^{n} x_i] - \frac{1}{2}\mathbb{E}[(\sum_{i=1}^{n} x_i)^2]
\]

\[
= \mathbb{E}[O(\sqrt{n})(\sum_{i=1}^{n} x_i) - \frac{1}{2}(\sum_{i=1}^{n} x_i)^2]
\]

\[
= \mathbb{E}[\sum p_i(x)^2]
\]

\[
= \sum \mathbb{E}[p_i(x)^2]
\]

\[
\geq 0
\]

Therefore, \(\mathbb{E}[\sum_{i=1}^{n} x_i] = O(\sqrt{n})\) like we wanted to show.

This shows that the degree 2 SoS relaxation certifies an upper bound of \(O(\sqrt{n})\) whp on the size of the maximum clique of an Erdős-Rényi random graph. In contrast, the size of the true maximum clique is \((2 + o(1))\log n\) [148]. Despite intense effort, polynomial time algorithms can only detect a planted \(k\)-clique when \(k = \Omega(\sqrt{n})\). Therefore, SoS already achieves the best known guarantees for this problem up to constant factors. It was shown in [16] that higher degree SoS (up to degree \(O(\log n)\)) doesn’t necessarily do much better, which is a SoS lower bound of the type we will study in this work.

Alternate viewpoints of SoS

In the polynomial optimization problem of maximizing \(p(x)\) subject to the constraints \(g_1(x) = 0, \ldots, g_m(x) = 0\), if there does not exist any degree \(d\) pseudo-expectation operator \(\mathbb{E}\) satisfying \(g_1 = 0, \ldots, g_m = 0\) such that \(\mathbb{E}[p] > c\), then we say that degree \(d\) SoS certifies that \(\mathbb{E}[p(x)] \leq c\).

A degree \(d\) SoS proof that \(p(x) \leq c\) given \(g_1(x) = 0, \ldots, g_m(x) = 0\) is an expression of
the form
\[-1 = \sum_{i \leq m} g_i(x)q_i(x) + \sum_{i \leq a} s_i(x)^2 + (p(x) - c) \sum_{i \leq b} t_i(x)^2\]

where \(q_1, \ldots, q_m, s_1, \ldots, s_a, t_1, \ldots, t_b\) are polynomials in \(x\) such that each term on the right hand side of the above expression has degree at most \(d\). Indeed, the existence of such an expression automatically implies that \(p(x) \leq c\) whenever \(g_1(x) = 0, \ldots, g_m(x) = 0\).

When degree \(d\) SoS certifies that \(\mathbb{E}[p(x)] \leq c\), by duality, this will imply that there exists a degree \(d\) SoS proof that \(p(x) \leq c\) given \(g_1(x), \ldots, g_m(x) = 0\). The Positivstellensatz of Krivine and Stengle [131, 201] says that for any \(c\), either there exists \(x\) such that \(p(x) > c, g_1(x) = 0, \ldots, g_m(x) = 0\), or there is an SoS proof that \(p(x) \leq c\) given \(g_1(x) = 0, \ldots, g_m(x) = 0\).

For a fixed \(d\), degree \(d\) SoS can indeed be construed as finding the best \(c\) so that there is a degree \(d\) SoS proof of \(\mathbb{E}[p(x)] \leq c\). This also intuitively explains why higher degree SoS gives tighter relaxations. For most programs stemming from combinatorial optimization problems, degree \(n\) SoS usually finds the optimal bound, where \(n\) is the number of variables. So, for instance, degree \(n\) SoS exactly outputs the size of the maximum clique of a graph. For efficient algorithms, we usually want constant degree SoS. Therefore, for sum of squares lower bounds, the higher the degree, the stronger the lower bound. In this work, all our lower bounds are for degree \(n^\varepsilon\) SoS, which corresponds to subexponential time!

The viewpoint we have studied here is the dual view aka the search for simple proofs, which will suit our purposes. There is also the primal viewpoint where SoS can be viewed directly as a semi-definite programming relaxation of the program. This is sometimes useful for algorithm design.

Similar to the maximum clique application shown above, the SoS hierarchy has been shown formally to obtain the state-of-the-art approximation guarantees for many fundamental problems both in the worst case and the average case setting. This includes constraint satisfaction problems [178], maximum cut [83], sparsest cut [9], tensor PCA [99], etc. There-
fore, it’s natural to study the limits of SoS by studying SoS lower bounds.

Before we discuss SoS lower bounds, we introduce the framework of hypothesis testing problem in more detail, suited to our purposes.

### 3.2 Hypothesis testing

Let $\Omega$ be a sample space. Let $\nu, \mu$ be probability distributions on $\Omega^n$. The hypothesis testing problem is the problem of distinguishing $\nu, \mu$ given access to a sample. Formally, input $x \sim \Omega^n$ is sampled from either

- $H_0$: $x \sim \mu$
- $H_1$: $x \sim \nu$.

Our objective is to determine which distribution it came from, with high probability. This is the hypothesis testing problem in general, where traditionally, $H_0$ is known as the null hypothesis and $H_1$ the alternate hypothesis. We abuse notation and use $H_0, H_1$ to also denote the probability distributions $\mu, \nu$ respectively as well.

For example, $H_0$ could be the distribution of Erdős-Rényi random graphs and $H_1$ could be the distribution of Erdős-Rényi random graphs with a large planted clique. Given the graph, we would like to determine which of the two distributions it came from, or in other words, whether it contains a large clique.

A hypothesis test $f$ is a function $f : \Omega^n \rightarrow \{0, 1\}$. Given the input $x$, if $f(x) = 0$, then we report that $x$ came from the null distribution $H_0$ otherwise we report that $x$ came from the alternate distribution $H_1$.

A successful hypothesis test is a test $f$ such that when $b$ is chosen uniformly at random from $\{0, 1\}$ and $x$ is sampled from $H_b$, we have $\mathbb{E}_b \Pr_{x \sim H_b}[f(x) \neq b] \leq o(1)$. That is, test $f$ has success probability $1 - o(1)$. Here, for simplicity, we don’t distinguish type 1 and type 2 errors.
Indeed, for a test to be useful, it should be computable efficiently. When computational efficiency is disregarded, the famous Neyman-Pearson lemma precisely characterizes the best hypothesis test. To define this test, we need the following standard definition.

**Definition 3.2.1 (Likelihood ratio).** For a given hypothesis testing problem, define the likelihood ratio of an input $x$ to be $LR(x) = \frac{\Pr_{H_1}(x)}{\Pr_{H_0}(x)}$.

**Lemma 3.2.2 (Neyman-Pearson Lemma).** For a given hypothesis testing problem, the test $f$ that minimizes $\mathbb{E}_b \Pr_{x \sim H_b}[f(x) \neq b]$ is the likelihood ratio test $f(x) = \begin{cases} 1 & \text{if } LR(x) > 1 \\ 0 & \text{o.w.} \end{cases}$

In this work, our focus will be on efficiently computable tests $f$.

### 3.2.1 Low degree likelihood ratio

Consider a given hypothesis testing problem. We focus on a special class of efficiently computable hypothesis tests involving low degree multivariate polynomials. These are termed low-degree distinguishers. We give a brief treatment in this section and refer the readers to [102, 133] for a more detailed treatment.

In this section, for polynomials to be well-defined, assume $\Omega \subseteq \mathbb{R}$. Moreover, assume $H_0$ has finite moments. We will consider distinguishers that arise from multivariate polynomials $f : \mathbb{R}^n \to \mathbb{R}$. We say that the distinguisher has degree $D$ if the degree of $f$ is at most $D$. Since the output of a polynomial need not be boolean, we need an alternate definition of the success of this distinguisher. We use the following definition from [102].

**Definition 3.2.3 (Degree D distinguisher).** For a hypothesis testing problem, the multivariate polynomial $f$ is a successful degree $D$ distinguisher if

- (Low degree) $f$ is a multivariate polynomial of degree at most $D$. 

• (Normalization) $E_{x \sim H_0}[f(x)] = 0, E_{x \sim H_0}[f(x)^2] = 1$

• (Distinguishability) $\lim_{n \to \infty} E_{x \sim H_1}[f(x)] \to \infty$.

The normalization ensures appropriate scaling for the polynomial. Note that the normalization is over the null distribution. Informally, normalized $f$ is a successful distinguisher if it attains unbounded values on the alternate distribution in the limit. Indeed, in applications, a hypothesis test may be obtained by appropriately thresholding on the value of the polynomial.

The limit on the degree imposes the kind of computational restrictions we wish to impose on our distinguishing algorithm. Trying to understand the power of such low-degree distinguishers for hypothesis testing problems is an active area of research. For instance, we could ask: If degree $O(\log n)$ distinguishers fail for a hypothesis testing problem with input size $n^{O(1)}$, is the problem hard for all polynomial time algorithms?

The first natural question is to ask what’s the best degree $D$ distinguisher for a given hypothesis testing problem. This has been answered in prior works and is simply the projection of the likelihood ratio $LR(x) = \frac{\Pr_{H_1}(x)}{\Pr_{H_0}(x)}$ to degree $D$ polynomials.

To make this precise, for $f, g : \mathbb{R}^n \to \mathbb{R}$, define the inner product $\langle f, g \rangle = E_{x \sim H_0} f(x)g(x)$. Then, we can canonically define the projection $f \leq D$ of a function $f$ to degree $D$ polynomials via this inner product. Take an orthonormal basis $\chi_0 = 1, \chi_1, \ldots, \chi_t$ of multivariate polynomials of degree at most $D$ where $\chi_0 = 1$ is the constant function. Then, $f \leq D(x) = \sum_{i \leq t} \langle f, \chi_i \rangle \chi_i(x)$.

The following lemma is implicit in prior works (e.g. [101, 94]). We include a proof for completeness.

**Lemma 3.2.4.** For a hypothesis testing problem, the optimal degree $D$ test $f$ that maximizes $E_{x \sim H_1} f(x)$ is the normalized low-degree likelihood ratio $\frac{LR \leq D - 1}{\|LR \leq D - 1\|}$. Moreover, its value is $E_{x \sim H_1}[f(x)] = \left\|LR \leq D - 1\right\|$. 
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Proof. Let \( f \) be a normalized degree \( D \) polynomial with \( f = \sum_{i=0}^{\ell} c_i \chi_i \). Then, \( c_0 = \mathbb{E}[f] = 0 \) and \( \sum c_i^2 = \mathbb{E}[f^2] = 1 \). Then,

\[
\frac{\mathbb{E}}{x \sim H_1} f(x) = \sum_{1 \leq i \leq t} c_i \frac{\mathbb{E}}{x \sim H_1} \chi_i \leq \sqrt{\left( \sum_{1 \leq i \leq t} c_i^2 \right) \left( \sum_{1 \leq i \leq t} (\mathbb{E}_{x \sim H_1} \chi_i)^2 \right)} = \sqrt{\sum_{1 \leq i \leq t} (\mathbb{E}_{x \sim H_1} \chi_i)^2}
\]

On the other hand, equality is attained by the polynomial \( g = \frac{LR \leq D - 1}{\|LR \leq D - 1\|} \). Indeed, we have \( \mathbb{E}_{x \sim H_0}[g] = 0 \) because \( \mathbb{E}_{x \sim H_0}[LR \leq D(x)] = \mathbb{E}_{x \sim H_0}[LR(x)] = 1 \) and trivially, we have \( \mathbb{E}_{x \sim H_0}[g(x)^2] = 1 \) since we scaled by the norm. Finally,

\[
\frac{\mathbb{E}}{x \sim H_1} g(x) = \frac{1}{\|LR \leq D - 1\|} \sum_{1 \leq i \leq t} \langle LR(x), \chi_i \rangle^2
\]

We complete the proof by observing that \( \langle LR(x), \chi_i \rangle = \mathbb{E}_{x \sim H_0}[LR(x)\chi_i(x)] = \mathbb{E}_{x \sim H_1}[\chi_i(x)] \).

Computing the value is straightforward. \( \blacksquare \)

The low-degree likelihood ratio hypothesis [96, 102, 135] hypothesizes that if \( H_0, H_1 \) are sufficiently nice distributions, then there is a successful hypothesis test with running time \( n^{O(D)} \) if and only if there exists a successful degree \( D \) distinguisher. In particular, based on the above discussion, if \( \|LR \leq D - 1\| = O(1) \), then we expect that there is no \( n^{O(D)} \) time successful hypothesis test.

A main contribution of this work is to provide strong evidence that this conjecture is true for many fundamental problems, by exhibiting strong SoS lower bounds. To see this connection a bit more formally, we will introduce pseudo-calibration and connect it with low-degree distinguishers.

### 3.3 Pseudo-calibration

Consider an optimization problem we are trying to show SoS lower bounds for. To obtain SoS integrality gaps on random instances, we need to construct valid pseudo-expectations.
values for a random input instance of the problem. Naturally, these pseudo-expectation values will depend on the input.

Psuedo-calibration is a heuristic introduced by [16] to construct such candidate pseudo-expectation values almost mechanically by considering a planted distribution supported on instances of the problem with large objective value and using this planted distribution as a guide to construct the pseudo-expectation values. Note here that, for historic reasons, we use the term random distribution instead of null distribution and the term planted distribution instead of alternative distribution.

Unfortunately, psuedo-calibration doesn’t guarantee feasibility of these candidate pseudo-expectation values and the corresponding moment matrix and this has to be verified separately for different problems. This verification of feasibility is relatively easy except for the PSDness condition. This is where the main contribution of this work lies, where we analyze the behavior of the constructed random moment matrix.

Indeed for our applications, psuedocalibration is used to obtain a candidate pseudo-expectation operator $\mathbb{E}$ and a corresponding moment matrix $\Lambda$ from the random vs planted problem. This will be the starting point for all our applications. Pseudo-calibration gives lower bounds for many problems, such as the ones considered in the works [85, 191, 126, 44, 151], making it an intriguing but poorly understood technique.

Here, we do not attempt to motivate and describe pseudo-calibration in great detail. Instead, we will briefly describe the heuristic, the intuition behind it and show an example of how to use it. A detailed treatment can be found in [16].

Let $\nu$ denote the random distribution and $\mu$ denote the planted distribution. Let $v$ denote the input and $x$ denote the variables for our SoS relaxation. The main idea is that, for an input $v$ sampled from $\nu$ and any polynomial $f(x)$ of degree at most the SoS degree, pseudo-calibration proposes that for any low-degree test $g(v)$, the correlation of $\mathbb{E}[f]$ should match
in the planted and random distributions. That is,

\[ \mathbb{E}_{v \sim \nu} [\mathbb{E}[f(x)]g(v)] = \mathbb{E}_{(x,v) \sim \mu} [f(x)g(v)] \]

Here, the notation \((x,v) \sim \mu\) means that in the planted distribution \(\mu\), the input is \(v\) and \(x\) denotes the planted structure in that instance. For example, in planted clique, \(x\) would be the indicator vector of the clique. If there are multiple, pick an arbitrary one.

Let \(\mathcal{F}\) denote the Fourier basis of polynomials for the input \(v\). By choosing different basis functions from \(\mathcal{F}\) as choices for \(g\) such that the degree is at most some truncation parameter \(D\), we get all lower order Fourier coefficients for \(\mathbb{E}[f(x)]\) when considered as a function of \(v\). Furthermore, the higher order coefficients are set to be 0 so that the candidate pseudoexpectation operator can be written as

\[ \tilde{\mathbb{E}}f(x) = \sum_{g \in \mathcal{F}, \deg(g) \leq n^\varepsilon} \mathbb{E}_{v \sim \nu} [\mathbb{E}[f(x)]g(v)]g(v) = \sum_{g \in \mathcal{F}, \deg(g) \leq n^\varepsilon} \mathbb{E}_{(x,v) \sim \mu} [(f(x)g(v))g(v)] \]

The coefficients \(\mathbb{E}_{(x,v) \sim \mu} [(f(x)g(v))]\) can be explicitly computed in many settings, which therefore gives an explicit pseudoexpectation operator \(\tilde{\mathbb{E}}\).

One intuition for pseudo-calibration is as follows. The planted distribution is usually chosen to be a maximum entropy distribution which still has the planted structure. This conforms to the philosophy that random instances are hard for SoS, such as the uniform Bernoulli distribution for planted clique or the Gaussian distribution for Tensor PCA. By conditioning on the lower order moments matching such a planted distribution, pseudo-calibration can be interpreted as sort of interpolating between the random and planted distributions by only looking at lower order Fourier characters. This intuition has proven to be successful, since pseudo-calibration been successfully exploited to construct SoS lower bounds for a wide variety of dense as well as sparse problems.
An advantage of pseudo-calibration is that this construction automatically satisfies some nice properties that the pseudoexpectation $\tilde{E}$ should satisfy. It’s linear in $v$ by construction. For all polynomial equalities of the form $f(x) = 0$ that is satisfied in the planted distribution, it’s true that $\tilde{E}[f(x)] = 0$. For other polynomial equalities of the form $f(x, v) = 0$ that are satisfied in the planted distribution, the equality $\tilde{E}[f(x, v)] = 0$ is approximately satisfied. In most cases, $\tilde{E}$ can be mildly adjusted to satisfy these exactly.

The condition $\tilde{E}[1] = 1$ is not automatically satisfied but in most applications, we usually require that $\tilde{E}[1] = 1 \pm o(1)$. Indeed, this has been the case for all known successful applications of pseudo-calibration. Once we have this, we simply set our final pseudoexpectation operator to be $\tilde{E}'$ defined as $\tilde{E}'[f(x)] = \tilde{E}[f(x)]/\tilde{E}[1]$.

We remark that the condition $\tilde{E}[1] = 1 \pm o(1)$ has been quite successful in predicting the right thresholds between approximability and inapproximability\[96, 102, 135\]. This will be crucial when we connect pseudo-calibration to low degree distinguishers.

**Example: Planted Clique**  As a warmup, we review the pseudo-calibration calculation for planted clique. Here, the random distribution $\nu$ is $G(n, \frac{1}{2})$.

The planted distribution $\mu$ is as follows. For a given integer $k$, first sample $G'$ from $G(n, \frac{1}{2})$, then choose a random subset $S$ of the vertices where each vertex is picked independently with probability $\frac{k}{n}$. For all pairs $i, j$ of distinct vertices in $S$, add the edge $(i, j)$ to the graph if not already present. Set $G$ to be the resulting graph.

The input is given by $G \in \{-1, 1\}^{\binom{n}{2}}$ where $G_{i,j}$ is 1 if the edge $(i, j)$ is present and $-1$ otherwise. Let $x_1, \ldots, x_n$ be the boolean variables for our SoS program such that $x_i$ indicates if $i$ is in the clique.

Given a set of vertices $V \subseteq [n]$, define $x_V = \prod_{v \in V} x_v$. Given a set of possible edges $E \subseteq \binom{[n]}{2}$, define $\chi_E = (-1)^{|E \setminus E(G)|} = \prod_{(i,j) \in E} G_{i,j}$. 
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Pseudo-calibration says that for all small $V$ and $E$,

$$
\mathbb{E}_{G \sim \nu} \left[ \tilde{E}[x_V] \chi_E \right] = \mathbb{E}_\mu [x_V \chi_E]
$$

Using standard Fourier analysis, this implies that if we take

$$
c_E = \mathbb{E}_\mu [x_V \chi_E] = \left( \frac{k}{n} \right)^{|V \cup V(E)|}
$$

where $V(E)$ is the set of the endpoints of the edges in $E$, then for all small $V$,

$$
\tilde{\mathbb{E}}[x_V] = \sum_{E : E \text{ is small}} c_E \chi_E = \sum_{E : E \text{ is small}} \left( \frac{k}{n} \right)^{|V \cup V(E)|} \chi_E
$$

Since the values of $\tilde{\mathbb{E}}[x_V]$ are known, by multi-linearity, this can be naturally extended to obtain values $\tilde{\mathbb{E}}[f(x)]$ for any polynomial $f$ of degree at most the SoS degree.

Here, we only set the Fourier coefficients for small $E$ and set the other larger Fourier coefficients to 0. Usually, the choice of the truncation parameter is problem specific but there are some basic requirements [96]. We now outline our general strategy to show SoS lower bounds. We employ this in all our results.

### 3.3.1 Strategy to show SoS lower bounds

In this work, the general strategy to show SoS lower bounds can be summarized as follows.

- Given a random distribution, identify a suitable planted distribution
- Pseudocalibrate with respect the two distributions and obtain a candidate pseudoexpectation operator
- Show that the moment matrix satisfies the constraints
The most technically challenging part of this approach usually is to show that the moment matrix is positive semidefinite. Much of our contributions lies in this step, where we analyze the behavior of the random moment matrix thus obtained. Now, we connect pseudo-calibration to low-degree distinguishers.

3.3.2 Connection to Low-degree distinguishers

We are ready to connect pseudo-calibration to low-degree tests. Recall that in pseudo-calibration, we set the higher order Fourier coefficients to 0. This is known as truncation. In particular, we truncate so that the resulting pseudoexpectation has degree at most $D$ in the input. By construction, $E[\mathbb{E}[1]] = 1$ and we would like to understand how much $\mathbb{E}[1]$ deviates from 1. The following lemma says that the variance of $\mathbb{E}[1]$ behaves like the squared value of the optimal degree-$D$ distinguisher.

**Lemma 3.3.1.** The pseudo-calibrated pseudo-expectation $\mathbb{E}$, truncated to degree $D$, satisfies

$$\text{var}(\mathbb{E}[1]) = \left\| LR^{\leq D} - 1 \right\|^2$$

**Proof.** Pseudocalibration sets $E_{x \sim H_0}[\mathbb{E}[1] \chi_i] = E_{x \sim H_1}[\chi_i]$ for all $i \leq t$. Therefore, $\mathbb{E}[1] = 1 + \sum_{1 \leq i \leq t} E_{x \sim H_1}[\chi_i] \chi_i$ giving var($\mathbb{E}[1]$) = $\sum_{1 \leq i \leq t}(E_{x \sim H_1} \chi_i)^2 = \left\| LR^{\leq D} - 1 \right\|^2$. ■

One of the essential steps in our SoS lower bound proofs is to verify, after pseudocalibration, that $\mathbb{E}[1]$ is well-behaved. In particular, for strong SoS lower bounds, we expect $\mathbb{E}[1] = 1 + o(1)$. Although this is not formally necessary, it has often been the case in our applications and we expect it to be necessary for obtaining strong SoS lower bounds via this approach.

But when this is indeed the case and we exhibit SoS lower bounds, note that this is already strong evidence towards the low-degree likelihood ratio hypothesis. In more detail, because of Lemma 3.2.4 and Lemma 3.3.1, the best degree $D$ distinguisher does not distinguish the
two distributions $\mu, \nu$. Our lower bounds affirm that the powerful SoS hierarchy cannot distinguish the two distributions as well, which is an important step towards the general hypothesis.

It’s an important open problem in this field to prove that for sufficiently nice distributions $\mu, \nu$, after pseudo-calibrating, $\mathbb{E}[1] = 1 + o(1)$ implies the existence of strong SoS lower bounds.
CHAPTER 4
OUR MAIN RESULTS ON SUM OF SQUARES LOWER BOUNDS

In this chapter, we state formally the main Sum of Squares lower bounds that we prove in this thesis and put them in the context of prior works. The material in this chapter is adapted from [81, 175], where the results originally appeared. However, this chapter differs from those works in that we highlight recent progress on these works, mention recently surfaced connections to other problems, and moreover, we present the proof techniques in succession which helps pedagogically since the core principles of the proofs are not entirely dissimilar.

4.1 The Sherrington-Kirkpatrick Hamiltonian

We first define the Gaussian Orthogonal Ensemble, GOE(n), a random matrix model for $n \times n$ matrices.

**Definition 4.1.1.** The Gaussian Orthogonal Ensemble, denoted GOE(n), is the distribution of $\frac{1}{\sqrt{2}}(A + A^T)$ where $A$ is a random $n \times n$ matrix with i.i.d. standard Gaussian entries.

Equivalently, we could define GOE(n) to be a probability distribution over symmetric matrices $W$ such that $W_{ii} \sim \mathcal{N}(0, 2)$ for $i \le n$ and for $i \neq j$, $W_{ij} = W_{ji} \sim \mathcal{N}(0, 1)$ independently.

We consider the main optimization task

$$\text{OPT}(W) := \max_{x \in \{\pm 1\}^n} x^\top W x,$$

where $W$ is a random symmetric matrix in $\mathbb{R}^{n \times n}$. This is an important task that arises in computer science and statistical physics.
In computer science, a natural choice of $W$ is to take it to be the Laplacian of a graph [91, Section 4]. Then, the problem is equivalent to the Maximum Cut problem, a well-known NP-hard problem in the worst case [113]. The equivalence is immediate by observing that $x \in \{\pm 1\}^n$ can be thought of as encoding a bipartition of $[n] = \{1, 2, \ldots, n\}$.

In particular, an interesting special case is when we consider sparse random graphs, sampled either from the Erdős-Rényi graphs $G(n, \frac{d}{n})$ with average degree $d$ or a uniformly chosen $d$-regular graph, where $d \geq 3$ is a fixed integer. In this case, it is known that the true size of the maximum cut is asymptotically $n\left(\frac{d}{4} + f(d)\sqrt{d}\right)$. Moreover, it was shown in [53] (originally conjectured in [215]) that $\lim_{d \to \infty} f(d) = \frac{1}{2} P^* \approx 0.382$, where

$$P^* := \frac{1}{2} \lim_{n \to \infty} \mathbb{E}_{W \sim \text{GOE}(n)}[\frac{1}{n^{3/2}} \text{OPT}(W)] \approx 0.7632$$

is referred to as the Parisi constant. This already strongly motivates the problem of studying Eq. (4.1) when $W \sim \text{GOE}(n)$. Interestingly, this problem is motivated for another fantastic reason.

In statistical physics, when $W \sim \text{GOE}(n)$, our objective, up to scaling, is the Hamiltonian of the famous Sherrington-Kirkpatrick model. Here, $x$ can be thought of as encoding spin values in a spin-glass model. $-W_{i,j}$ models the interaction between spin $x_i$ and $x_j$ (with $-W_{i,j} \geq 0$ being ferromagnetic and $-W_{i,j} < 0$ being anti-ferromagnetic). Then, the optimal value corresponds to the minimum-energy, or ground state of the system, up to sign. The works [167, 168, 49] predicted, using non-rigorous means, that $P^* \approx 0.7632$. This was eventually formalized in the works [203, 163, 86].

In this work, we will focus on this average case optimization problem when $W \sim \text{GOE}(n)$. The first natural question is whether there exists a polynomial-time algorithm that given $W \sim \text{GOE}(n)$ computes an $x$ achieving close to $\text{OPT}(W)$. In a recent breakthrough work, Montanari [154] showed that, for any $\epsilon > 0$, there exists a polynomial time algorithm that outputs $x$ given $W$ such that with high probability it achieves a value of $(2P^* - \epsilon)n^{3/2}$
(assuming a widely believed conjecture).

Now we move onto certification: Is there an efficient algorithm to certify an upper bound on $\text{OPT}(W)$ for any input $W$?

A simple algorithm will be the spectral algorithm where we just output the largest eigenvalue of $W$, up to scaling, for an upper bound. Note that $\text{GOE}(n)$ is a particular kind of Wigner matrix ensemble, thereby satisfying the semicircle law, which in this case establishes that the largest eigenvalue of $W$ is $(2 + o_n(1)) \cdot \sqrt{n}$ with probability $1 - o_n(1)$. Thus, a trivial spectral bound establishes $\text{OPT}(W) \leq (2 + o_n(1)) \cdot n^{3/2}$ with probability $1 - o_n(1)$.

Now, we can ask if it’s possible to beat this spectral algorithm for certification. In particular, we can ask how well SoS does as a certification algorithm. The natural upper bound of $(2 + o_n(1)) \cdot n^{3/2}$ obtained via the spectral norm of $W$ is also the value of the degree-$2$ SoS relaxation \cite{156}. Two independent recent works of Mohanty–Raghavendra–Xu \cite{151} and Kunisky–Bandeira \cite{134} show that degree-$4$ SoS does not perform much better, and a heuristic argument from \cite{15} suggests that even degree-$(n/\log n)$ SoS cannot certify anything stronger than the trivial spectral bound. Thus we ask,

*Can higher-degree SoS certify better upper bounds for the Sherrington–Kirkpatrick problem, hopefully closer to the true bound $2 \cdot P^* \cdot n^{3/2}$?*

In this work, we answer the question above negatively by showing that even at degree as large as $n^\delta$, SoS cannot improve upon the basic spectral algorithm.

**Theorem 4.1.2.** There exists a constant $\delta > 0$ such that, w.h.p. for $W \sim \text{GOE}(n)$, there is a degree-$n^\delta$ SoS solution for the Sherrington–Kirkpatrick problem with value at least $(2 - o_n(1)) \cdot n^{3/2}$.

An independent and concurrent work by Kunisky \cite{132} also showed a special case of the above theorem for degree-$6$ SoS, using different techniques.
We will present the proof of this theorem in Chapter 5. The above theorem and it’s proof originally appeared in [81], from which the material here is adapted from. We now present the high level ideas behind the proof of this theorem.

4.1.1 Our approach

In order to prove Theorem 4.1.2, we first introduce a new average-case problem we call Planted Affine Planes (PAP) for which we directly prove a SoS lower bound. We then use the PAP lower bound to prove a lower bound on the Sherrington–Kirkpatrick problem. The PAP problem can be informally described as follows (see Definition 5.1.1 for the formal definition).

Definition 4.1.3 (Informal statement of PAP). Given $m$ random vectors $d_1, \ldots, d_m$ in $\mathbb{R}^n$, can we prove that there is no vector $v \in \mathbb{R}^n$ such that for all $u \in [m]$, $\langle v, d_u \rangle^2 = 1$? In other words, can we prove that $m$ random vectors are not all contained in two parallel hyperplanes at equal distance from the origin?

This problem, when we restrict $v$ to a Boolean vector in $\{\pm \frac{1}{\sqrt{n}}\}^n$, can be encoded as the feasibility of the polynomial system

$$\exists v \in \mathbb{R}^n \text{ s.t. } \forall i \in [n], v_i^2 = \frac{1}{n},$$

$$\forall u \in [m], \langle v, d_u \rangle^2 = 1.$$ 

Hence it is a ripe candidate for SoS. However, we show that SoS fails to refute a random instance with high probability over the input. The Boolean restriction on $v$ actually makes the lower bound result stronger since SoS cannot refute even a smaller subset of vectors in $\mathbb{R}^n$. In this work, we will consider two different random distributions, namely when $d_1, \ldots, d_m$ are independent samples from the multivariate normal distribution and when they are independent samples from the uniform distribution on the boolean hypercube.
Theorem 4.1.4. For both the Gaussian and Boolean settings, there exists a constant $c > 0$ such that for all $\varepsilon > 0$ and $\delta \leq c \varepsilon$, for $m \leq n^{3/2-\varepsilon}$, w.h.p. there is a feasible degree-$n^\delta$ SoS solution for Planted Affine Planes.

It turns out that the Planted Affine Plane problem introduced above is closely related to the following “Boolean vector in a random subspace” problem, which we call the Planted Boolean Vector problem, introduced by [151] in the context of studying the performance of SoS on computing the Sherrington–Kirkpatrick Hamiltonian.

The Planted Boolean Vector problem is to certify that a random subspace of $\mathbb{R}^n$ is far from containing a boolean vector. Specifically, we want to certify an upper bound for

$$\text{OPT}(V) := \frac{1}{n} \max_{b \in \{\pm 1\}^n} b^\top \Pi_V b,$$

where $V$ is a uniformly random $p$-dimensional subspace of $\mathbb{R}^n$, and $\Pi_V$ is the projector onto $V$. In brief, the relationship to the Planted Affine Plane problem is that the PAP vector $v$ represents the coefficients on a linear combination for the vector $b$ in the span of a basis of $V$.

An argument of [151] shows that, when $p \ll n$, w.h.p., $\text{OPT}(V) \approx \frac{2}{\pi}$, whereas they also show that w.h.p. assuming $p \geq n^{0.99}$, there is a degree-4 SoS solution with value $1 - o_n(1)$. They ask whether or not there is a polynomial time algorithm that can certify a tighter bound; we rule out SoS-based algorithms for a larger regime both in terms of SoS degree and the dimension $p$ of the random subspace.

Theorem 4.1.5. There exists a constant $c > 0$ such that, for all $\varepsilon > 0$ and $\delta \leq c \varepsilon$, for $p \geq n^{2/3+\varepsilon}$, w.h.p. over $V$ there is a degree-$n^\delta$ SoS solution for Planted Boolean Vector of value 1.

The bulk of our technical contribution lies in the SoS lower bound for the Planted

1. $V$ can be specified by a basis, which consists of $p$ i.i.d. samples from $\mathcal{N}(0, I)$. 110
Affine Planes problem, Theorem 4.1.4. We then show that Planted Affine Planes in the
Gaussian setting is equivalent to the Planted Boolean Vector problem. The reduction
from Sherrington-Kirkpatrick to the Planted Boolean Vector problem is due to Mohanty–
Raghavendra–Xu [151].

As a starting point to the PAP lower bound, we employ pseudocalibration to produce a
good candidate SoS solution $\mathcal{E}$. The operator $\mathcal{E}$ unfortunately does not exactly satisfy the
PAP constraints $\langle v, d_u \rangle^2 = 1$, it only satisfies them up to a tiny error. In the original work,
we use an interesting and rather generic approach to round $\mathcal{E}$ to a nearby pseudoexpectation
operator $\mathcal{E}'$ which does exactly satisfy the constraints, We have omitted this in this thesis
for the sake of brevity, but it can be found in the original work [81].

For degree $D$, the candidate SoS solution can be viewed as a (pseudo) moment matrix
$\mathcal{M}$ with rows and columns indexed by subsets $I, J \subset [n]$ with size bounded by $D/2$ and with
entries

$$\mathcal{M}[I, J] := \mathcal{E}[v^I v^J].$$

The matrix $\mathcal{M}$ is a random function of the inputs $d_1, \ldots, d_m$, and the most challenging
part of the analysis consists of showing that $\mathcal{M}$ is positive semi-definite (PSD) with high
probability.

Similarly to [16], we decompose $\mathcal{M}$ as a linear combination of graph matrices, i.e.,
$\mathcal{M} = \sum_\alpha \lambda_\alpha \cdot M_\alpha$, where $M_\alpha$ is the graph matrix associated with shape $\alpha$. In brief, each graph
matrix aggregates all terms with shape $\alpha$ in the Fourier expansions of the entries of $\mathcal{M}$
– the shape $\alpha$ is informally a graph with labeled edges with size bounded by poly($D$).
A graph matrix decomposition of $\mathcal{M}$ is particularly handy in the PSD analysis since the
operator norm of individual graph matrices $M_\alpha$ is (with high probability) determined by
simple combinatorial properties of the graph $\alpha$. One technical difference from [16] is that
our graph matrices have two types of vertices □ and ○; these graph matrices fall into the
general framework developed by Ahn et al. in [1].
To show that the matrix $\mathcal{M}$ is PSD, we need to study the graph matrices that appear with nonzero coefficients in the decomposition. The matrix $\mathcal{M}$ can be split into blocks and each diagonal block contains in the decomposition a (scaled) identity matrix. From the graph matrix perspective, this means that certain “trivial” shapes appear in the decomposition, with appropriate coefficients. If we could bound the norms of all other graph matrices that appear against these trivial shapes and show that, together, they have negligible norm compared to the sum of these scaled identity blocks, then we would be in good shape.

Unfortunately, this approach will not work. The kernel of the matrix $\mathcal{M}$ is nontrivial, as a consequence of satisfying the PAP constraints $\langle v, d_u \rangle^2 = 1$, and hence there is no hope of showing that the contribution of all nontrivial shapes in the decomposition of $\mathcal{M}$ has small norm. Indeed, certain shapes $\alpha$ appearing in the decomposition of $\mathcal{M}$ are such that $\|\lambda_\alpha \cdot M_\alpha\|$ is large. As it turns out, all such shapes have a simple graphical substructure, and so we call these shapes spiders.

To get around the null space issue, we restrict ourselves to $\text{Null}(\mathcal{M})^\bot$, which is the complement of the nullspace of $\mathcal{M}$. We show that the substructure present in a spider implies that the spider is close to the zero matrix in $\text{Null}(\mathcal{M})^\bot$. Because of this, we can almost freely add and subtract $M_\alpha$ for spiders $\alpha$ while preserving the action of $\mathcal{M}$ on $\text{Null}(\mathcal{M})^\bot$. Our strategy is to “kill” the spiders by subtracting off $\lambda_\alpha \cdot M_\alpha$ for each spider $\alpha$. However, because $M_\alpha$ is only approximately in $\text{Null}(\mathcal{M})^\bot$, this strategy could potentially introduce new graph matrix terms, and in particular it could introduce new spiders. To handle this, we recursively kill them while carefully analyzing how the coefficients of all the graph matrices change. After all spiders are killed, the resulting moment matrix becomes

$$
\sum_{0 \leq k \leq D/2} \frac{1}{n^k} \cdot I_k + \sum_{\gamma: \text{non-spiders}} \lambda'_\gamma \cdot M_\gamma,
$$

for some new coefficients $\lambda'_\gamma$. Here, $I_k$ is the matrix which has an identity in the $k$th block.
and the remaining entries 0. Using a novel charging argument, we finally show that the latter term is negligible compared to the former term, thus establishing $\mathcal{M} \succeq 0$.

### 4.1.2 Related work

Degree-4 SoS lower bounds on the Sherrington-Kirkpatrick Hamiltonian problem were proved independently by Mohanty–Raghavendra–Xu [151] and Kunisky–Bandeira [134]. The concurrent and independent work by Kunisky [132] obtained degree 6 SoS lower bounds. In this work, we prove an improved degree-$n^\delta$ SoS lower bound for some constant $\delta > 0$. Our result is obtained by reducing the Sherrington-Kirkpatrick problem to the “Boolean Vector in a Random Subspace” problem which is equivalent to our new Planted Affine Planes problem on the normal distribution. The reduction from Sherrington-Kirkpatrick problem to the “Boolean Vector in a Random Subspace” is due to Mohanty–Raghavendra–Xu [151]. The results of Mohanty–Raghavendra–Xu [151] and Kunisky–Bandeira [134] build on a degree-2 SoS lower bounds of Montanari and Sen [156].

Degree-4 SoS lower bounds on the “Boolean Vector in a Random Subspace” problem for $p \geq n^{0.99}$ were proved by Mohanty–Raghavendra–Xu in [151] where this problem was introduced. We improve the dependence on $p$ to $p \geq n^{2/3+\varepsilon}$ for any $\varepsilon > 0$ and obtain a stronger degree-$n^{c\varepsilon}$ SoS lower bound for some absolute constant $c > 0$.

Interestingly, the recent work [214] exhibited a polynomial-time algorithm for the search variant of Planted Affine Planes for $m \geq n+1$, achieving statistical optimality. In particular, they beat prior known polynomial time algorithms, including SoS based ones, all of which required $m \gg n^2$ [147]. This new algorithm is a lattice-based method that uses the specific algebraic structure present in this problem. Because of this, their algorithm is not robust to small perturbations, that is, they require the points to lie exactly on the planes. On the other hand, the spectral algorithms such as the work of [147] are robust to noise. Because of this necessity of lack of noise, the lattice based algorithm is of a similar flavor to how...
Gaussian elimination can beat SoS lower bounds in the absence of noise. Specifically, this means that this lattice based algorithm does not refute our certification lower bound, or the low degree likelihood ratio hypothesis described in Section 3.2.1.

### 4.2 Sparse PCA

Principal components analysis (PCA) [109] is a popular data processing and dimension reduction routine that is widely used. It has numerous applications in Machine Learning, Statistics, Engineering, Biology, etc. Given a dataset, PCA projects the data to a lower dimensional space spanned by the principal components. The intuition is that PCA sheds lower order information such as noise but importantly preserves much of the intrinsic information present in the data that are needed for downstream tasks.

However, despite great optimality properties, PCA has its drawbacks. Firstly, because the principal components are linear combinations of all the original variables, it’s notoriously hard to interpret them [144]. Secondly, it’s well known that PCA does not yield good estimators in high dimensional settings [13, 171, 108].

To address these issues, a variant of PCA known as Sparse PCA is often used. Sparse PCA searches for principal components of the data with the added constraint of sparsity. Concretely, consider given data \(v_1, v_2, \ldots, v_m \in \mathbb{R}^d\). In Sparse PCA, we want to find the top principal component of the data under the extra constraint that it has sparsity at most \(k\). That is, we want to find a vector \(v \in \mathbb{R}^d\) that maximizes \(\sum_{i=1}^{m} \langle v, v_i \rangle^2\) such that \(\|v\|_0 \leq k\).

Sparse PCA has enjoyed applications in a diverse range of fields ranging from medicine, computational biology, economics, image and signal processing, finance and of course, machine learning and statistics (e.g. [209, 157, 145, 204, 46, 2]). Moreover, sparse PCA comes with the important benefit that the components are easier to interpret. A notable example of this is to recover topics from documents [52, 166]. Moreover, interpretability has important benefits for algorithmic fairness in machine learning.
A large volume of research has been devoted to study Sparse PCA and its variants. Algorithms have been proposed and studied by several works, e.g. [3, 143, 130, 55, 210, 23, 142, 56, 96, 32, 59, 45, 61]. For example, simple variants of PCA such as thresholding on top of standard PCA [108, 45] work well in certain parameter settings. This leads to the natural question whether more sophisticated algorithms can do better either for these settings or other parameter settings.

On the other hand, there have been works from the inapproximability perspective as well (e.g. [23, 96, 32, 130, 59, 210], we will give a more detailed overview after stating our main result). In particular, a lot of these inapproximability results have relied on various other conjectures, due to the difficulty of proving unconditional lower bounds. Despite these prior works, exactly understanding the limits of efficient algorithms to this problem is still an active research area. This is natural considering the importance of sparse PCA and how fundamental it is to a multitude of applications.

Therefore, we naturally ask (also raised by and posed as an open problem in the works [142, 96, 102])

*Can Sum of Squares algorithms beat known algorithms for Sparse PCA?*

In this work, we show that SoS algorithms cannot beat known spectral algorithms, even if we allow sub-exponential time! Therefore, this suggests that currently used algorithms such as thresholding or other spectral algorithms are in a sense optimal for this problem.

To prove our results, we will consider random instances of Sparse PCA and show that they are naturally hard for SoS. In particular, we focus on the Wishart random model of Sparse PCA. This model is a more natural modeling assumption compared to other random models that have been studied before, such as the Wigner random model.

Note importantly that our model assumptions only strengthen our results because we are proving impossibility results. In other words, if SoS algorithms do not work for this restricted version of sparse PCA, then it will not work for more general models, e.g. with
general covariance or multiple spikes. We now describe the model.

The Wishart model of Sparse PCA, also known as the Spiked Covariance model, was originally proposed by [108]. In this model, we observe $m$ vectors $v_1, \ldots, v_m \in \mathbb{R}^d$ from the distribution $\mathcal{N}(0, I_d + \lambda uu^T)$ where $u$ is a $k$-sparse unit vector, that is, $\|u\|_0 \leq k$ and we would like to recover the principal component $u$. Here, the sparsity of a vector is the number of nonzero entries and $\lambda$ is known as the signal-to-noise ratio.

As the signal to noise ratio $\lambda$ gets lower, it becomes harder and maybe even impossible to recover $u$ since the signature left by $u$ in the data becomes fainter. However, it’s possible that this may be mitigated if the number of samples $m$ grows. Therefore, there is a tradeoff between $m$, $n$ and $k$ at play here. Algorithms proposed earlier have been able to recover $u$ at various regimes. For example, if the number of samples is really large, namely $m \gg \max(\frac{d}{\lambda}, \frac{d}{\lambda^2})$, then standard PCA will work. If this is not the case, we may still be able to recover $u$ by assuming that the sparsity is not too large compared to the number of samples, namely $m \gg \frac{k^2}{\lambda^2}$. To do this, we use a variant of standard PCA known as diagonal thresholding. Similar results have been obtained for various regimes, while some regimes have resisted attack to algorithms.

Our results here complete the picture by showing that in the regimes that have so far resisted attack by efficient algorithms, the powerful Sum of Squares algorithms also cannot recover the principal component. We now state our theorem informally, postponing the formal statement to Theorem 4.2.2.

**Theorem 4.2.1.** For the Wishart model of Sparse PCA, sub-exponential time SoS algorithms fail to recover the principal component when the number of samples $m \ll \min\left(\frac{d}{\lambda^2}, k^2 \lambda^2\right)$.

In particular, this theorem resolves an open problem posed by [142] and [96, 102].

In almost all other regimes, algorithms to recover the principal component $u$ exist. We give a summary of such algorithms shortly, captured succinctly in Fig. 4.1. We say almost all other regimes because there is one interesting regime, namely $\frac{d}{\lambda^2} \leq m \leq \frac{\min(d,k)}{\lambda}$ marked by
light green in Fig. 4.1, where we can show that information theoretically, we cannot recover \( u \) but it’s possible to do hypothesis testing of Sparse PCA. That is, in this regime, we can distinguish purely random unspiked samples from the spiked samples. However, we will not be able to recover the principal component even if we use an exponential time brute force algorithm.

Now, we state our results a bit more formally. First, we will assume that the entries of \( u \) are in \( \{-\frac{1}{\sqrt{k}}, 0, \frac{1}{\sqrt{k}}\} \) chosen such that the sparsity is \( k \) (and hence, the norm is 1).
Note importantly that this assumption is only strengthening our result: If SoS cannot solve this problem even for this specific $u$, it cannot do any better for the general problem with arbitrary $u$.

Let the vectors from the given dataset be $v_1, \ldots, v_m$. Let them form the rows of a matrix $S \in \mathbb{R}^{m \times d}$. Let $\Sigma = \frac{1}{m} \sum_{i=1}^{m} v_i v_i^T$ be the sample covariance matrix. Then the standard PCA objective is to maximize $x^T \Sigma x$. Therefore, the sparse PCA problem can be rephrased as

$$\text{maximize } m \cdot x^T \Sigma x = \sum_{i=1}^{m} \langle x, v_i \rangle^2 \text{ such that } x_i^3 = x_i \text{ for all } i \leq d \text{ and } \sum_{i=1}^{d} x_i^2 = k$$

where the program variables are $x_1, \ldots, x_d$. The constraint $x_i^3 = x_i$ enforces that the entries of $x$ are in $\{-1, 0, 1\}$ and along with these constraints, the last condition $\sum_{i=1}^{d} x_i^2 = k$ enforces $k$-sparsity (but we remark that, due to technical reasons, we will only satisfy this condition up to $o(1)$ error in our lower bounds). Then, the vector $u$ can be recovered by setting $u = \frac{1}{\sqrt{k}} x$.

Now, we will consider the series of convex relaxations for Sparse PCA obtained by SoS algorithms. In particular, we will consider SoS degree of $d^\varepsilon$ for a small constant $\varepsilon > 0$. Note that this corresponds to SoS algorithms of subexponential running time in the input size $d^{O(1)}$.

Our main result states that for choices of $m$ below a certain threshold, when the vectors $v_1, \ldots, v_m$ are sampled from the unspiked standard Gaussian $\mathcal{N}(0, I_d)$, then sub-exponential time SoS algorithms will have optimal value close to $m + m \lambda$. This is also the optimal value in the case when the vectors $v_1, \ldots, v_m$ are indeed sampled from the spiked Gaussian $\mathcal{N}(0, I_d + \lambda uu^T)$. Therefore, SoS is unable to distinguish $\mathcal{N}(0, I_d)$ from $\mathcal{N}(0, I_d + \lambda uu^T)$ and hence cannot solve sparse PCA. Formally,

**Theorem 4.2.2.** For all sufficiently small constants $\varepsilon > 0$, suppose $m \leq \frac{d^{1-\varepsilon}}{\lambda^2}, m \leq \frac{k^{2-\varepsilon}}{\lambda^2}$,
and for some $A > 0$, $d^A \leq k \leq d^{1-A\epsilon}$, $\sqrt{\frac{A}{k}} \leq d^{-A\epsilon}$, then for an absolute constant $C > 0$, with high probability over a random $m \times d$ input matrix $S$ with Gaussian entries, the sub-exponential time SoS algorithm of degree $d^{C\epsilon}$ for sparse PCA has optimal value at least $m + m\lambda - o(1)$.

In other words, sub-exponential time SoS cannot certify that for a random dataset with Gaussian entries, there is no unit vector $u$ with $k$ nonzero entries and $m \cdot u^T \Sigma u \approx m + m\lambda$.

A few remarks are in order.

1. Note here that $m + m\lambda$ is approximately the value of the SoS program when the input vectors $v_1, \ldots, v_m$ are indeed sampled from the spiked model $\mathcal{N}(0, I_d + \lambda uu^T)$. Therefore, sub-exponential time SoS is unable to distinguish a completely random distribution from the spiked distribution and hence is unable to solve sparse PCA.

2. The constant $A$ can be thought of as $\approx 0$ and it appears for technical reasons, to ensure that we have sufficient decay in our bounds. In particular, most values of $k, \lambda$ fall under the conditions of the theorem.

3. For technical reasons, the constraint $\sum_{i=1}^k x_i^2 = k$ is satisfied up to $o(1)$ error in our lower bounds. We leave to future work the problem of satisfying this constraint exactly.

Informally, our main result says that when $m \ll \min\left(\frac{d}{k^2}, \frac{k^2}{\lambda^2}\right)$, then subexponential time SoS cannot recover the principal component $u$. This is the content of Theorem 4.2.1.

To show our results, we use the strategy from Section 3.3.1. For the Wishart model of Sparse PCA, we use the following distributions.

- Random distribution $\nu$: $v_1, \ldots, v_m$ are sampled from $\mathcal{N}(0, I_d)$ and we take $S$ to be the $m \times d$ matrix with rows $v_1, \ldots, v_m$.

- Planted distribution $\mu$: Sample $u$ from $\{-\frac{1}{\sqrt{k}}, 0, \frac{1}{\sqrt{k}}\}^d$ where the values are taken with probabilities $\frac{k}{2d}, 1 - \frac{k}{d}, \frac{k}{2d}$ respectively. Then sample $v_1, \ldots, v_m$ as follows. For each
\( i \in [m] \), with probability \( \Delta \), sample \( v_i \) from \( \mathcal{N}(0, I_d + \lambda uu^T) \) and with probability \( 1 - \Delta \), sample \( v_i \) from \( \mathcal{N}(0, I_d) \). Finally, take \( S \) to be the \( m \times d \) matrix with rows \( v_1, \ldots, v_m \).

In Section 6.4, we compute the SoS solution obtained by pseudo-calibration. We prove the following theorem.

**Theorem 4.2.3.** There exists a constant \( C > 0 \) such that for all sufficiently small constants \( \varepsilon > 0 \), if \( m \leq \frac{d^{1-\varepsilon}}{\lambda^2} \), \( m \leq \frac{k^{2-\varepsilon}}{\lambda^2} \), and there exists a constant \( A \) such that \( 0 < A < \frac{1}{4} \), \( d^{4A} \leq k \leq d^{1-A\varepsilon} \), \( \frac{\sqrt{\lambda}}{\sqrt{k}} \leq d^{-A\varepsilon} \), then with high probability, the SoS solution given by pseudo-calibration for degree \( d^{C\varepsilon} \) Sum of Squares is feasible.

Since we use an average case distribution, this SoS lower bound is a lower bound for certification. An overview of our proof is in Section 4.5. From this theorem, Theorem 4.2.2 follows as a corollary.

**Prior work on algorithms** Due to its widespread importance, a tremendous amount of work has been devoted to obtaining algorithms for sparse PCA, both theoretically and practically, [3, 143, 130, 55, 210, 23, 142, 56, 96, 32, 59, 45, 61] to cite a few.

We now place our result in the context of known algorithms for Sparse PCA and explain why it offers tight tradeoffs between approximability and inapproximability. Between this work and prior works, we completely understand the parameter regimes where sparse PCA is easy or conjectured to be hard up to polylogarithmic factors. In Fig. 4.1a and Fig. 4.1b, we assign the different parameter regimes into the following categories.

- **Diagonal thresholding:** In this regime, Diagonal thresholding [108, 3] recovers the sparse vector. Covariance thresholding [130, 55] and SoS algorithms [62] can also be used in this regime. The benefits of these alternate algorithms are that covariance thresholding has better dependence on logarithmic factors and SoS algorithms works in the presence of adversarial errors.
• Vanilla PCA: Vanilla PCA (i.e. standard PCA) can recover the vector, i.e. we do not need to use the fact that the vector is sparse (see e.g. [24, 62]).

• Spectral: An efficient spectral algorithm recovers the sparse vector (see e.g. [62]).

• Can test but not recover: A simple spectral algorithm can solve the hypothesis testing version of Sparse PCA but it is information theoretically impossible to recover the sparse vector [62, Appendix E].

• Hard: A regime where it is conjectured to be hard for algorithms to recover the sparse principal component. We discuss this in more detail below.

In Fig. 4.1a and Fig. 4.1b, the regimes corresponding to Diagonal thresholding, Vanilla PCA and Spectral are dark green, while the regimes corresponding to Spectral* and Hard are light green and red respectively.

Prior work on hardness Prior works have explored statistical query lower bounds [34], basic SDP lower bounds [130], reductions from conjectured hard problems [24, 23, 32, 78, 210], lower bounds via the low-degree conjecture [59, 62], lower bounds via statistical physics [59, 12], etc. We note that similar threshold behaviors as us have been predicted by [62], but importantly, they assume a conjecture known as the low-degree likelihood conjecture. Similarly, many of these other lower bounds rely on various conjectures. To put this in context, the low-degree likelihood conjecture is a stronger assumption than \( P \neq NP \). In contrast, our results are unconditional and do not assume any conjectures.

Compared to these other lower bounds, there have only been two prior works on lower bounds against SoS algorithms [130, 24, 142] which are only for degree 2 and degree 4 SoS. In particular, degree 2 SoS lower bounds have been studied in [130, 24] although they don’t state it this way. Moreover, [142] obtained degree 4 SoS lower bounds but they were very lossy, i.e. they hold for a strict subset of the Hard regime \( m \ll \frac{k^2}{\lambda^2} \) and \( m \ll \frac{d}{\lambda^2} \). Moreover,
the ideas used in these prior works do not generalize for higher degrees. The lack of other SoS lower bounds can be attributed to the difficulty in proving such lower bounds. In this paper, we vastly strengthen these known results and show almost-tight lower bounds for SoS algorithms of degree $d^\varepsilon$ which correspond to sub-exponential running time $d^{O(\varepsilon)}$. We note that SoS algorithms get stronger as the degree increases, therefore our results immediately imply these prior results and even in the special case of degree 4 SoS, we improve the known lossy bounds. In summary, Theorem 4.2.2 subsumes all these earlier known results and is a vast improvement over prior known SoS lower bounds which provides compelling evidence for the hardness of Sparse PCA in this parameter range.

The work [96] also states SoS lower bounds for Sparse PCA but it differs from our work in three important aspects. First, they handle the related but qualitatively different Wigner model of Sparse PCA. Their techniques fail for the Wishart model of Sparse PCA, which is more natural in practice. We overcome this shortcoming and work with the Wishart model. We emphasize that their techniques are insufficient to handle this generality and overcoming this is far from being a mere technicality. On the other hand, our techniques can easily recover their results. Second, while they sketch a high level proof overview for their lower bound, they don’t give a proof. On the other hand, our proofs are fully explicit. Finally, they assume the input distribution has entries in $\{\pm 1\}$, that is, they work with the $\pm 1$ variant of PCA. On the other hand, we work with the more realistic setting where the distribution is $\mathcal{N}(0, 1)$. Again, our techniques can easily recover their results as well.

### 4.3 Tensor PCA

We use our techniques to also obtain strong results for the related Tensor Principal components analysis (Tensor PCA) problem. Tensor PCA, originally introduced by [187], is a generalization of PCA to higher order tensors. Formally, given an order $k$ tensor of the form $\lambda u^{\otimes k} + B$ where $u \in \mathbb{R}^n$ is a unit vector and $B \in \mathbb{R}^{[n]^k}$ has independent Gaussian entries,
we would like to recover the principal component \( u \). Here, \( \lambda \) is known as the signal-to-noise ratio.

Tensor PCA is a remarkably useful statistical and computational technique to exploit higher order moments of the data. It was originally envisaged to be applied in latent variable modeling and indeed, it has found multiple applications in this context (e.g. [6, 123, 5]). Here, a tensor containing statistics of the input data is computed and then it’s decomposed in order to recover the latent variables. Because of the technique’s versatility, it has gathered a lot of attention in machine learning with applications in topic modeling, video processing, collaborative filtering, community detection, etc. (see e.g. [104, 7, 187, 6, 5, 63, 140] and references therein.)

For Tensor PCA, similar to sparse PCA, there has been wide interest in the community to study algorithms (e.g. [10, 27, 100, 98, 187, 218, 211, 121, 4]) as well as approximability and hardness (e.g. [155, 135, 33, 96], a more detailed overview is presented after stating our main results). It’s worth noting that many of these hardness results are conditional, that is, they rely on various conjectures, sometimes stronger than \( P \neq NP \). Moreover, there has been widespread interest from the statistics community as well, e.g. [106, 173, 139, 41, 42], due to fascinating connections to random matrix theory and statistical physics.

In this work, we study the performance of sub-exponential time Sum of Squares algorithms for Tensor PCA. Our main result is stated informally below and formally in Theorem 4.3.2.

**Theorem 4.3.1.** For Tensor PCA, sub-exponential time SoS algorithms fail to recover the principal component when the signal to noise ratio \( \lambda \ll n^k \).

In particular, this resolves an open question posed by the works [100, 27, 96, 102].

Let’s make this theorem formal. Recall that we are given an order \( k \) tensor \( A \) of the form \( A = \lambda u \otimes^k + B \) where \( u \in \mathbb{R}^n \) is a unit vector and \( B \in \mathbb{R}^{[n]^k} \) has independent Gaussian entries and we would like to recover the principal component \( u \). Tensor PCA can be rephrased by
the program

$$\maximize \langle A, x \otimes^k \rangle = \langle A, x \otimes \ldots \otimes x \rangle$$ \suchthat \sum_{i=1}^{n} x_i^2 = 1$$

where the program variables are $x_1, \ldots, x_n$. The principal component $u$ will then just be the returned solution $x$. Just like in Sparse PCA, we remark that for technical reasons, we will satisfy the unit vector condition only up to $o(1)$ error in our lower bounds and satisfying the condition exactly is left for future work. We will again consider sub-exponential time SoS algorithms, in particular degree $n^\varepsilon$ SoS, for this problem. This is sub-exponential time because the input size is $n^{O(1)}$.

We then show that if the signal to noise ratio $\lambda$ is below a certain threshold, then sub-exponential time SoS for the unspiked input $A \sim \mathcal{N}(0, I_{[n]^k})$ will have optimal value close to $\lambda$, which is also the optimal value in the spiked case when $A = \lambda u \otimes^k + B, B \sim \mathcal{N}(0, I_{[n]^k})$. In other words, SoS cannot distinguish the unspiked and spiked distributions and hence cannot recover the principal component $u$.

**Theorem 4.3.2.** Let $k \geq 2$ be an integer. For all sufficiently small $\varepsilon > 0$, if $\lambda \leq n^{k - \varepsilon}$, for an absolute constant $C > 0$, with high probability over a random tensor $A \sim \mathcal{N}(0, I_{[n]^k})$, the sub-exponential time SoS algorithm of degree $n^{C\varepsilon}$ for Tensor PCA has optimal value at least $\lambda - o(1)$.

Therefore, sub-exponential time SoS cannot certify that for a random tensor $A$ sampled from $\mathcal{N}(0, I_{[n]^k})$, there is no unit vector $u$ such that $\langle A, u \otimes \ldots \otimes u \rangle \approx \lambda$.

We again remark that when the tensor $A$ is actually sampled from the spiked model $A = \lambda u \otimes^k + B$, the optimal value of the SoS program is approximately $\lambda$. Therefore, this shows that sub-exponential time SoS algorithms cannot solve Tensor PCA.

Informally, the theorem says that when the signal to noise ratio $\lambda \ll n^{\frac{k}{4}}$, SoS algorithms cannot solve Tensor PCA, as stated in Theorem 4.3.1.
To show our results for Tensor PCA, we apply the strategy from Section 3.3.1 where we use the following distributions. Let $k \geq 2$ be an integer.

- Random distribution $\nu$: Sample $A$ from $\mathcal{N}(0, I_{[n]^k})$.

- Planted distribution $\mu$: Let $\lambda, \Delta > 0$. Sample $u$ from $\{-\frac{1}{\sqrt{\Delta n}}, 0, \frac{1}{\sqrt{\Delta n}}\}^n$ where the values are taken with probabilities $\frac{\Delta}{2}, 1 - \Delta, \frac{\Delta}{2}$ respectively. Then sample $B$ from $\mathcal{N}(0, I_{[n]^k})$. Set $A = B + \lambda u \otimes k$.

In Section 6.3, we apply pseudo-calibration and we prove the following theorem.

**Theorem 4.3.3.** Let $k \geq 2$ be an integer. There exist constants $C, C_\Delta > 0$ such that for all sufficiently small constants $\varepsilon > 0$, if $\lambda \leq n^{\frac{k}{4} - \varepsilon}$ and $\Delta = n^{-C_\Delta \varepsilon}$ then with high probability, the SoS solution given by pseudo-calibration for degree $n^{C_\varepsilon}$ Sum of Squares is feasible.

This theorem can also be naturally interpreted as an SoS lower bound for the certification problem of Tensor PCA. A sketch of our proof follows in Section 4.5. From this theorem, Theorem 4.3.2 follows as a corollary.

**Prior work** Algorithms for Tensor PCA have been studied in the works [10, 27, 100, 98, 187, 218, 211, 121, 4]. It was shown in [27] that the degree $q$ SoS algorithm certifies an upper bound of $\frac{2^{O(k)}(n \cdot \text{polylog}(n))^{k/4}}{q^{k/4 - 1/2}}$ for the Tensor PCA problem. When $q = n^\varepsilon$ this gives an upper bound of $n^{k - O(\varepsilon)}$. Therefore, our result is tight, giving insight into the computational threshold for Tensor PCA.

Lower bounds for Tensor PCA have been studied in various forms including statistical query lower bounds [34, 64], reductions from conjectured hard problems [217, 33], lower bounds from the low-degree conjecture [96, 102, 135], evidence based on the landscape behavior [11, 155], etc. Compared to a lot of these works which rely on various conjectures, we remark that our lower bounds are unconditional and do not rely on any conjectures.
In [96], similar to Sparse PCA, they state a similar theorem for a different variant of Tensor PCA. However, they do not give a proof whereas we give explicit proofs. In particular, they state their result without proof for the $\pm 1$ variant of Tensor PCA whereas we work with the more realistic setting where the distribution is $\mathcal{N}(0, 1)$. We remark that their techniques do not recover our results but on the other hand, our techniques can recover theirs.

### 4.4 Planted Slightly Denser Subgraph

In the planted dense subgraph problem, we are given a random graph $G$ where a dense subgraph of size $k$ has been planted and we are asked to find this planted dense subgraph. This is a natural generalization of the $k$-clique problem [112] and has been subject to a long line of work over the years (e.g. [69, 68, 117, 25, 26, 31, 146]). In this work, we consider the following certification variant of planted dense subgraph.

*Given a random graph $G$ sampled from the Erdős-Rényi model $G(n, \frac{1}{2})$, certify an upper bound on the edge density of the densest subgraph on $k$ vertices.*

We show a high degree SoS lower bound for this problem using the strategy from Section 3.3.1. In particular, we use the following distributions.

- **Random distribution $\nu$:** Sample $G$ from $G(n, \frac{1}{2})$

- **Planted distribution $\mu$:** Let $k$ be an integer and let $p > \frac{1}{2}$. Sample a graph $G'$ from $G(n, \frac{1}{2})$. Choose a random subset $S$ of the vertices, where each vertex is picked independently with probability $\frac{k}{n}$. For all pairs $i, j$ of vertices in $S$, rerandomize the edge $(i, j)$ where the probability of $(i, j)$ being in the graph is now $p$. Set $G$ to be the resulting graph.

In Section 6.2, we compute the candidate SoS solution obtained via pseudo-calibration. Our main theorem is as follows, with a proof sketch following in Section 4.5.
Theorem 4.4.1. Let $C_p > 0$. There exists a constant $C > 0$ such that for all sufficiently small constants $\varepsilon > 0$, if $k \leq n^{1-\varepsilon}$ and $p = \frac{1}{2} + \frac{n^{-C_p \varepsilon}}{2}$, then with high probability, the candidate solution given by pseudo-calibration for degree $n^{C\varepsilon}$ Sum of Squares is feasible.

Related work For many different parameter regimes of the random and planted distributions (an example being planting $G_{k,q}$ in $G_{n,p}$ for constants $p < q$), and when $k = o(\sqrt{n})$, the hardness of the easier distinguishing version of planted dense subgraph problem has been posed as formal conjecture (often referred to as the PDS conjecture) before in the literature (see e.g., [88, 43, 35, 36]). This has also led to many reductions to other problems [32], although it’s not clear if these reductions can be made in the SoS framework without loss in the parameter dependence.

In our case, we consider the slightly planted denser subgraph version where for $k \leq n^{1-\varepsilon}$, we plant a subgraph of density $\frac{1}{2} + \frac{1}{n^{O(\varepsilon)}}$, i.e. $p = \frac{1}{2}, q = \frac{1}{2} + \frac{1}{n^{O(\varepsilon)}}$. This has been widely believed to require sub-exponential time. Our work provides strong evidence towards this by exhibiting unconditional lower bounds against the powerful SoS hierarchy, even if we consider $n^{O(\varepsilon)}$ levels, which corresponds to $n^{n^{O(\varepsilon)}}$ running time! We expect this to lead to this problem being used as a natural starting point for reductions to show sub-exponential time hardness for various problems.

Within the SoS literature, [16] show that for $k \leq n^{1-\varepsilon}$ for a constant $\varepsilon > 0$, the degree $o(\log n)$ Sum of Squares cannot distinguish between a fully random graph sampled from $G(n, \frac{1}{2})$ from a random graph which has a planted $k$-clique. This implies that degree $o(\log n)$ SoS cannot certify an edge density better than 1 for the densest $k$-subgraph if $k \leq n^{1-\varepsilon}$.

In Theorem 4.4.1, we show that for $k \leq n^{1-\varepsilon}$ for a constant $\varepsilon > 0$, degree $n^{\Omega(\varepsilon)}$ SoS cannot certify an edge density better than $\frac{1}{2} + \frac{1}{n^{O(\varepsilon)}}$. The degree of SoS in our setting, $n^{\Omega(\varepsilon)}$ is vastly higher than the earlier known result which uses degree $o(\log n)$. To the best of our knowledge, this is the first result that proves such a high degree lower bound for this problem.
We remark that when we take \( k = n^{\frac{1}{2} - \varepsilon} \), the true edge density of the densest \( k \)-subgraph is \( \frac{1}{2} + \sqrt{\frac{\log(n/k)}{k}} + o\left( \frac{1}{\sqrt{k}} \right) \approx \frac{1}{2} + \frac{1}{n^{3/4 - \varepsilon/2}} \) as was shown in [77, Corollary 2] whereas, by Theorem 4.4.1, the SoS optimum is as large as \( \frac{1}{2} + \frac{1}{n^\varepsilon} \). This highlights a significant difference in the optimum value.

### 4.5 Our approach

In this section, we briefly describe how to prove Theorem 4.2.3, Theorem 4.3.3 and Theorem 4.4.1. We naturally start with pseudocalibration and all constraints except positivity are easily shown to hold by construction. To show positivity and hence the lower bound, we will essentially apply a general meta-theorem called the machinery. The machinery enables us to show SoS lower bounds for certain kinds of “noisy” problems.

In this work, we state and use the machinery, whose proof can be found in the original work where it appeared [175]. To show PSDness, the machinery constructs certain coefficient matrices from the moment matrix \( \Lambda \) and gives conditions on these coefficient matrices which are sufficient to guarantee that \( \Lambda \) is PSD with high probability. Some of the ideas involved in the machinery are a generalization of the techniques used to prove the SoS lower bound for planted clique [16]. In this section, we give an informal sketch of the machinery. We also motivate some of the conditions that arise.

**Shapes and graph matrices** We start by describing shapes and graph matrices, which were originally introduced by [16, 149] and later generalized in [1]. They will be convenient for our analysis.

Shapes \( \alpha \) are graphs that contain extra information about the vertices. Corresponding to each shape \( \alpha \), there is a matrix-valued function \( M_\alpha \) (i.e. a matrix whose entries depend on the input) that we call a graph matrix. Graph matrices are analogous to a Fourier basis, but for matrix-valued functions that exhibit a certain kind of symmetry. In our setting, \( \Lambda \)
will be such a matrix-valued function, so we can decompose $\Lambda$ as a linear combination of graph matrices $\Lambda = \sum_{\text{shapes}} \lambda_\alpha M_\alpha$.

Shapes and graph matrices have several properties which make them very useful to work with. First, $\|M_\alpha\|$ can be bounded with high probability in terms of simple combinatorial properties of the shape $\alpha$. Second, if two shapes $\alpha$ and $\beta$ match up in a certain way, we can combine them to form a larger shape $\alpha \circ \beta$. We call this operation shape composition. Third, each shape $\alpha$ has a canonical decomposition into three shapes, the left, middle and right parts of $\alpha$, which we call $\sigma$, $\tau$, and $\sigma' T$. For this canonical decomposition, we have that $\alpha = \sigma \circ \tau \circ \sigma' T$ and $M_\alpha \approx M_\sigma M_\tau M_{\sigma'T}$. This decomposition is crucial for our analysis.

A general framework for SoS lower bounds We now sketch the strategy of the machinery.

1. Decompose the moment matrix $\Lambda$ as a linear combination $\Lambda = \sum_{\text{shapes}} \lambda_\alpha M_\alpha$ of graph matrices $M_\alpha$.

2. For each shape $\alpha$, decompose $\alpha$ into a left part $\sigma$, a middle part $\tau$, and a right part $\sigma' T$.

3. Based on the coefficients $\lambda_\alpha$ and the decompositions of the shapes $\alpha$ into left, middle, and right parts, construct coefficient matrices $H_{Id_U}$ and $H_\tau$.

4. Based on the coefficient matrices $H_{Id_U}$ and $H_\tau$, obtain an approximate PSD decomposition of $\Lambda$.

5. Show that the error terms (which we call intersection terms) can be bounded by the approximate PSD decomposition of $\Lambda$.

This is broadly similar to the work of [16] who showed SoS lower bounds for the planted clique problem.
The machinery shows that this analysis will succeed by distilling it as three conditions on the coefficient matrices. The rough blueprint to use the machinery to prove SoS lower bounds is as follows.

1. Construct a candidate moment matrix $\Lambda$.

2. Decompose the moment matrix $\Lambda$ as a linear combination $\Lambda = \sum_{\text{shapes}} \lambda_\alpha M_\alpha$ of graph matrices $M_\alpha$ (akin to Fourier decomposition) and find the corresponding coefficient matrices.

3. Verify the required conditions on the coefficient matrices.

A sketch of the intuition behind the conditions

We now motivate and sketch the conditions we present in the machinery.

**Giving an approximate PSD factorization** As discussed above, we decompose the moment matrix $\Lambda$ as a linear combination $\Lambda = \sum_{\text{shapes}} \lambda_\alpha M_\alpha$ of graph matrices $M_\alpha$. We then decompose each $\alpha$ into left, middle, and right parts $\sigma, \tau, \text{ and } \sigma'$. We now have that

$$\Lambda = \sum_{\alpha = \sigma \circ \tau \circ T} \lambda_{\sigma \circ \tau \circ T} M_{\sigma \circ \tau \circ T}$$

We first consider the terms $\sum_{\sigma, \sigma'} \lambda_{\sigma \circ \sigma'} T M_{\sigma \circ \sigma'} T \approx \sum_{\sigma, \sigma'} \lambda_{\sigma \circ \sigma'} T M_\sigma M_{\sigma'} T$ where $\tau$ corresponds to an identity matrix and can be ignored.

If there existed real numbers $v_\sigma$ for all left shapes $\sigma$ such that $\lambda_{\sigma \circ \sigma'} = v_\sigma v_{\sigma'}$, then we would have

$$\sum_{\sigma, \sigma'} \lambda_{\sigma \circ \sigma'} T M_\sigma M_{\sigma'} T = \sum_{\sigma, \sigma'} v_\sigma v_{\sigma'} M_\sigma M_{\sigma'} T = (\sum_{\sigma} v_\sigma M_\sigma)(\sum_{\sigma} v_\sigma M_\sigma)^T \succeq 0$$
which shows that the contribution from these terms is positive semidefinite. In fact, this turns out to be the case for the planted clique analysis. However, this may not hold in general. To handle this, we note that the existence of \( v_\sigma \) can be relaxed as follows: Let \( H \) be the matrix with rows and columns indexed by left shapes \( \sigma \) such that \( H(\sigma, \sigma') = \lambda_{\sigma \circ \sigma'}T \).

Up to scaling, \( H \) will be one of our coefficient matrices. If \( H \) is positive semidefinite then the contribution from these terms will also be positive semidefinite. In fact, this will be the PSD mass condition of the main theorem.

Handling terms with a non-trivial middle part

Unfortunately, we also have terms \( \lambda_{\sigma \circ \tau \circ \sigma'}M_{\sigma \circ \tau \circ \sigma'}^T \) where \( \tau \) is non-trivial. Their strategy is to charge these terms to other terms. For the sake of simplicity, we will describe how to handle one term. A starting point is the following inequality. For a left shape \( \sigma \), a middle shape \( \tau \), a right shape \( \sigma' \), and real numbers \( a, b \),

\[
(aM_\sigma - bM_\sigma'M_\tau^T)(aM_\sigma - bM_\sigma'M_\tau^T)^T \succeq 0
\]

which rearranges to

\[
ab(M_\sigma M_\tau M_\sigma^T + (M_\sigma M_\tau M_\sigma'^T)^T) \preceq a^2M_\sigma M_\sigma^T + b^2M_\sigma'M_\tau^T M_\tau M_\sigma'^T
\]

\[
\preceq a^2M_\sigma M_\sigma^T + b^2\|M_\tau\|^2M_\sigma'M_\sigma'^T
\]

If \( \lambda_{\sigma \circ \tau \circ \sigma'}^2\|M_\tau\|^2 \leq \lambda_{\sigma \circ \sigma'}\lambda_{\sigma' \circ \sigma'} \), then we can choose \( a, b \) such that \( a^2 \leq \lambda_{\sigma \circ \sigma'} \), \( b^2\|M_\tau\|^2 \leq \lambda_{\sigma' \circ \sigma'} \) and \( ab = \lambda_{\sigma \circ \tau \circ \sigma'} \). This will approximately imply

\[
\lambda_{\sigma \circ \tau \circ \sigma'}(M_{\sigma \circ \tau \circ \sigma'} + M_{\sigma}^T) \preceq \lambda_{\sigma \circ \tau \circ \sigma'}M_{\sigma \circ \sigma'} + \lambda_{\sigma' \circ \sigma'}M_{\sigma' \circ \sigma'}
\]

which will give us a way to charge terms with a nontrivial middle part against terms with a trivial middle part.

While we could try to apply this inequality term by term, it is not strong enough to give
us the main machinery result. Instead, they generalize this inequality to work with the entire set of shapes $\sigma, \sigma'$ for a fixed $\tau$. This will lead us to the middle shape bounds condition.

**Handing intersection terms** There’s one important technicality in the above calculations. Whenever we decompose $\alpha$ into left, middle, and right parts $\sigma, \tau$, and $\sigma'^T$, $M_\sigma M_\tau M_{\sigma'^T}$ is only approximately equal to $M_\alpha = M_{\sigma \circ \tau \circ \sigma'^T}$. All the other error terms have to be carefully handled in the analysis. We call these terms intersection terms.

We exploit the fact that these intersection terms themselves are graph matrices. Therefore, we recursively decompose them into $\sigma_2 \circ \tau_2 \circ \sigma_2'^T$ and apply the previous ideas. To do this methodically, the machinery employs several ideas such as the notion of intersection patterns and the generalized intersection tradeoff lemma. Properly handling the intersection terms is one of the most technically intensive parts of their work. This analysis leads us to the intersection term bounds condition.

**Applying the machinery** To apply the machinery to our problems of interest, we verify the spectral conditions that our coefficients should satisfy and then we can use the main theorem. The Planted slightly denser subgraph application is straightforward and will serve as a good warmup to understand the machinery. In the applications to Tensor PCA and Sparse PCA, the shapes corresponding to the graph matrices with nonzero coefficients have nice structural properties that will be crucial for our analysis. We exploit this structure and use novel charging arguments to verify the conditions of the machinery. We do this in this work.
4.6 Related work on Sum of Squares Lower Bounds for Certification Problems

[126] proved that for random constraint satisfaction problems (CSPs) where the predicate has a balanced pairwise independent distribution of solutions, with high probability, degree $\Omega(n)$ SoS is required to certify that these CSPs do not have a solution. While they don’t state it in this manner, the pseudo-expectation values used by [126] can also be derived using pseudo-calibration [182, 37]. The analysis for showing that the moment matrix is PSD is very different. It is an interesting question whether or not it is possible to unify these analyses.

[151] showed that it’s possible to lift degree 2 SoS solutions to degree 4 SoS solutions under suitable conditions, and used it to obtain degree 4 SoS lower bounds for average case $d$-regular Max-Cut and the Sherrington Kirkpatrick problem. Their construction is inspired by pseudo-calibration and their analysis also goes via graph matrices.

[132] recently proposed a technique to lift degree 2 SoS lower bounds to higher levels and applied it to construct degree 6 lower bounds for the Sherrington-Kirkpatrick problem. Interestingly, their construction does not go via pseudo-calibration.

4.7 Organization of the proofs

We prove the Sherrington-Kirkpatrick lower bound, Theorem 4.1.2, in Chapter 5. The proofs for planted slightly denser subgraph, tensor PCA and sparse PCA, namely Theorem 4.4.1, Theorem 4.3.3 and Theorem 4.2.3, are split between Chapter 6 and Chapter 7. The latter proofs are split into qualitative and quantitative versions. Qualitative theorem statements capture the essence of the inequalities we prove, and serve to illustrate the main forms of the bounds we desire, without getting lost in the details. Quantitative theorems on the other hand build on their qualitative counterparts by stating the precise bounds that are needed.
In Chapter 6, we introduce the machinery and in Section 6.2, Section 6.3 and Section 6.4, we qualitatively verify the conditions of the machinery for planted slightly denser subgraph, tensor PCA, and sparse PCA respectively. While these sections only verify the qualitative conditions, the results in these sections are precise and will be reused in Chapter 7, where we fully verify the conditions of the machinery in Section 7.1, Section 7.2 and Section 7.3.
CHAPTER 5

THE SHERRINGTON-KIRKPATRICK HAMILTONIAN

In this chapter, we will formally prove Sum of Squares lower bounds for the certification problem of the Sherrington-Kirkpatrick Hamiltonian, in particular Theorem 4.1.2. The material in this chapter is adapted from [81], where this work originally appeared. The main difference in this chapter from that work is that we omit the technical section on satisfying constraints exactly.

5.1 Technical preliminaries

In this section we record formal problem statements, then define and discuss one of the main objects in our SoS lower bound: graph matrices.

For a vector or variable $v \in \mathbb{R}^n$, and $I \subseteq [n]$, we use the notation $v^I := \prod_{i \in I} v_i$. When a statement holds with high probability (w.h.p.), it means it holds with probability $1 - o_n(1)$. In particular, there is no requirement for small $n$.

5.1.1 Problem statements

We introduce the Planted Affine Planes problem over a distribution $\mathcal{D}$.

**Definition 5.1.1** (Planted Affine Planes (PAP) problem). Given $d_1, \ldots, d_m \sim \mathcal{D}$ where each $d_u$ is a vector in $\mathbb{R}^n$, determine whether there exists $v \in \{\pm \frac{1}{\sqrt{n}}\}^n$ such that

$$\langle v, d_u \rangle^2 = 1,$$

for every $u \in [m]$.

Our results hold for the Gaussian setting $\mathcal{D} = \mathcal{N}(0, I)$ and the boolean setting where $\mathcal{D}$ is uniformly sampled from $\{\pm 1\}^n$, though we conjecture in Section 8.2.2 that similar SoS
bounds hold under more general conditions on $D$.

Observe that in both settings the solution vector $v$ is restricted to be Boolean (in the sense that the entries are either $\frac{1}{\sqrt{n}}$ or $\frac{-1}{\sqrt{n}}$) and an SoS lower bound for this restricted version of the problem is stronger than when $v$ can be an arbitrary vector from $\mathbb{R}^n$.

As we saw in Chapter 4, the Sherrington–Kirkpatrick (SK) problem comes from the spin-glass model in statistical physics [195].

**Definition 5.1.2** (Sherrington-Kirkpatrick problem). Given $W \sim \text{GOE}(n)$, compute

$$\text{OPT}(W) := \max_{x \in \{\pm 1\}^n} x^\top W x.$$ 

The Planted Boolean Vector problem was introduced by Mohanty–Raghavendra–Xu [151], where it was called the “Boolean Vector in a Random Subspace”.

**Definition 5.1.3** (Planted Boolean Vector problem). Given as input a uniformly random $p$-dimensional subspace $V$ of $\mathbb{R}^n$ in the form of a projector $\Pi_V$ onto $V$, compute

$$\text{OPT}(V) := \frac{1}{n} \max_{b \in \{\pm 1\}^n} b^\top \Pi_V b.$$ 

### 5.1.2 Graph matrices

To study $M$, we decompose it using the framework of graph matrices. Originally developed in the context of the planted clique problem, graph matrices are random matrices whose entries are symmetric functions of an underlying random object – in our case, the set of vectors $d_1, \ldots, d_m$. We take the general presentation and results from [1]. For our purposes, the following definitions are sufficient.

The graphs that we study have two types of vertices, circles $\bigcirc$ and squares $\square$. We let $C_m$ be a set of $m$ circles labeled 1 through $m$, which we denote by $\circlearrowleft_1, \circlearrowleft_2, \ldots, \circlearrowleft_m$, and let $S_n$ be a set of $n$ squares labeled 1 through $n$, which we denote by $\square_1, \square_2, \ldots, \square_n$. We will work with
bipartite graphs with edges between circles and squares, which have positive integer labels on the edges. When there are no multiedges (the graph is simple), such graphs are in one-to-one correspondence with Fourier characters on the vectors \( d_u \). An edge between \( \circ \) and \( \square \) with label \( l \) represents \( h_l(d_u,i) \) where \( \{h_k\} \) is the Fourier basis (e.g. Hermite polynomials).

\[
\text{simple graph with labeled edges } \iff \prod_{\circ \in C_m, \square \in S_n} h_l(\circ,\square)(d_u,i)
\]

An example of a Fourier polynomial as a graph with labeled edges is given in Fig. 5.1. Unlabeled edges are implicitly labeled 1.

![Figure 5.1: The Fourier polynomial represented as a graph.](image)

Define the degree of a vertex \( v \), denoted \( \text{deg}(v) \), to be the sum of the labels incident to \( v \), and \( |E| \) to be the sum of all labels. For intuition it is mostly enough to work with simple graphs, in which case these quantities make sense as the edge multiplicities in an implicit multigraph.

**Definition 5.1.4 (Proper).** We say an edge-labeled graph is proper if it has no multiedges.

The definitions allow for “improper” edge-labeled multigraphs which simplify multiplying graph matrices (Section 5.4.2).

**Definition 5.1.5 (Matrix indices).** A matrix index is a set \( A \) of elements from \( C_m \cup S_n \).

We let \( A(\square) \) or \( A(\circ) \) be 0 or 1 to indicate if the vertex is in \( A \).
Definition 5.1.6 (Ribbons). A ribbon is an undirected, edge-labeled graph $R$ given by $R = (V(R), E(R), A_R, B_R)$, where $V(R) \subseteq C_m \cup S_n$ and $A_R, B_R$ are two matrix indices (possibly not disjoint) with $A_R, B_R \subseteq V(R)$, representing two distinguished sets of vertices. Furthermore, all edges in $E(R)$ go between squares and circles.

We think of $A_R$ and $B_R$ as being the “left” and “right” sides of $R$, respectively. We also define the set of “middle vertices” $C_R := V(R) \setminus (A_R \cup B_R)$. If $e \notin E(R)$, then we define its label $l(e) = 0$. We also abuse notation and write $l(\square \odot)$ instead of $l(\{\square \odot\})$.

Akin to the picture above, each ribbon corresponds to a Fourier polynomial. This Fourier polynomial lives inside a single entry of the matrix $M_R$. In the definition below, the $h_k(x)$ are the Fourier basis corresponding to the respective setting. In the Gaussian case, they are the (unnormalized) Hermite polynomials, and in the boolean case, they are just the parity function, represented by

$$h_0(x) = 1, \quad h_1(x) = x, \quad h_k(x) = 0 \ (k \geq 2)$$

Definition 5.1.7 (Matrix for a ribbon). The matrix $M_R$ has rows and columns indexed by subsets of $C_m \cup S_n$, with a single nonzero entry defined by

$$M_R[I, J] = \begin{cases} \prod_{e \in E(R), e = \{\square \odot\}} h_{l(e)}(d_{u,i}) & I = A_R, J = B_R \\ 0 & \text{Otherwise} \end{cases}$$

Next we describe the shape of a ribbon, which is essentially the ribbon when we have forgotten all the vertex labels and retained only the graph structure and the distinguished sets of vertices.

Definition 5.1.8 (Index shapes). An index shape is a set $U$ of formal variables. Furthermore, each variable is labeled as either a “circle” or a “square”.
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We let $U(\square)$ and $U(\bigcirc)$ be either 0 or 1 for whether $\square$ or $\bigcirc$, respectively, is in $U$.

**Definition 5.1.9** (Shapes). A shape is an undirected, edge-labeled graph $\alpha$ given by $\alpha = (V(\alpha), E(\alpha), U_{\alpha}, V_{\alpha})$ where $V(\alpha)$ is a set of formal variables, each of which is labeled as either a “circle” or a “square”. $U_{\alpha}$ and $V_{\alpha}$ are index shapes (possibly with variables in common) such that $U_{\alpha}, V_{\alpha} \subseteq V(\alpha)$. The edge set $E(\alpha)$ must only contain edges between the circle variables and the square variables.

We’ll also use $W_{\alpha} := V(\alpha) \setminus (U_{\alpha} \cup V_{\alpha})$ to denote the “middle vertices” of the shape.

**Remark 5.1.10.** We will abuse notation and use $\square, \bigcirc, \cdot, \ldots$ for both the vertices of ribbons and the vertices of shapes. If they are ribbon vertices, then the vertices are elements of $C_m \cup S_n$ and if they are shape vertices, then they correspond to formal variables with the appropriate type.

**Definition 5.1.11** (Trivial shape). Define a shape $\alpha$ to be trivial if $U_{\alpha} = V_{\alpha}$, $W_{\alpha} = \emptyset$ and $E(\alpha) = \emptyset$.

**Definition 5.1.12** (Transpose of a shape). For a shape $\alpha = (V(\alpha), E(\alpha), U_{\alpha}, V_{\alpha})$, its transpose is defined to be the shape $\alpha^\top = (V(\alpha), E(\alpha), V_{\alpha}, U_{\alpha})$.

For a shape $\alpha$ and an injective map $\sigma : V(\alpha) \to C_m \cup S_n$, we define the realization $\sigma(\alpha)$ as a ribbon in the natural way, by labeling all the variables using the map $\sigma$. We also require $\sigma$ to be type-preserving i.e. it takes square variables to $S_n$ and circle variables to $C_m$. The ribbons that result are referred to as ribbons of shape $\alpha$; notice that this partitions the set of all ribbons according to their shape\textsuperscript{12}.

Finally, given a shape $\alpha$, the graph matrix $M_{\alpha}$ consists of all Fourier characters for ribbons of shape $\alpha$.

---

1. Partitions up to equality of shapes, where two shapes are equal if there is a type-preserving bijection between their variables that converts one shape to the other. When we operate on sets of shapes below, we implicitly use each distinct shape only once.

2. Note that in our definition two realizations of a shape may give the same ribbon.
Definition 5.1.13 (Graph matrices). Given a shape \( \alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha) \), the graph matrix \( M_\alpha \) is

\[
M_\alpha = \sum_{R \text{ is a ribbon of shape } \alpha} M_R
\]

The moment matrix for PAP will turn out to be defined using graph matrices \( M_\alpha \) whose left and right sides only have square vertices, and no circles. However, in the course of the analysis we will factor and multiply graph matrices with circle vertices in the left or right.

5.1.3 Norm bounds

Similar to the norm bounds for graph matrices with only a single type of vertex (see Chapter 2), the spectral norm of a graph matrix in our setting is determined, up to logarithmic factors, by relatively simple combinatorial properties of the graph. For a subset \( S \subseteq C_m \cup S_n \), we define the weight \( w(S) := (\# \text{ circles in } S) \cdot \log n(m) + (\# \text{ squares in } S) \). Observe that \( n^w(S) = m^\# \text{ circles in } S \cdot n^\# \text{ squares in } S \).

Definition 5.1.14 (Minimum vertex separator). For a shape \( \alpha \), a set \( S_{\text{min}} \) is a minimum vertex separator if all paths from \( U_\alpha \) to \( V_\alpha \) pass through \( S_{\text{min}} \) and \( w(S_{\text{min}}) \) is minimized over all such separating sets.

Let \( W_{\text{iso}} \) denote the set of isolated vertices in \( W_\alpha \). Then essentially the following norm bound holds for all shapes \( \alpha \) with high probability (a formal statement can be found in Section 5.6.1):

\[
\|M_\alpha\| \leq \tilde{O}(n^{w(V(\alpha))-w(S_{\text{min}})+w(W_{\text{iso}})})
\]

In fact, the only probabilistic property required of the inputs \( d_1, \ldots, d_m \) by our proof is that the above norm bounds hold for all shapes that arise in the analysis. We henceforth assume that the norm bounds in Lemma 5.6.3 (for the Gaussian case) and Lemma 5.6.1 (for the boolean case) hold.
5.2 Proof Strategy

Now we explain in more detail the ideas for the Planted Affine Planes lower bound. Towards the proof of Theorem 4.1.4, fix a constant $\varepsilon > 0$ and a random instance $d_1, \ldots, d_m$ with $n \leq m \leq n^{3/2 - \varepsilon}$. We will construct a pseudoexpectation operator and show that it is PSD up to degree $D = 2 \cdot n^\delta$ with high probability.

We start by pseudocalibrating to obtain a pseudoexpectation operator $\mathcal{E}$. The operator $\mathcal{E}$ will exactly satisfy the “booleanity” constraints $v_i^2 = \frac{1}{n}$ though it may not exactly satisfy the constraints $\langle v, d_u \rangle^2 = 1$ due to truncation error in the pseudocalibration. Taking the truncation parameter $n^\tau$ to be larger than the degree $D$ of the SoS solution, i.e., $\delta \ll \tau$, the truncation error is small enough that we can round $\mathcal{E}$ to a nearby $\mathcal{E}'$ that exactly satisfies the constraints. This is formally accomplished by viewing $\mathcal{E} \in \mathbb{R}^{[n]}$ as a vector and expressing the constraints as a matrix $Q$ such that $\mathcal{E}$ satisfies the constraints iff it lies in the null space of $Q$. The choice of $\mathcal{E}'$ is then the projection of $\mathcal{E}$ to $\text{Null}(Q)$. The end result is that we construct a moment matrix $\mathcal{M}_{fix} = \mathcal{M} + \mathcal{E}$ that exactly satisfies the constraints such that $\|\mathcal{E}\|$ is tiny. For the sake of brevity, we omit this technicality in this work, see [81] for the details.

After performing pseudocalibration, in both settings, we will have essentially the graph matrix decomposition

$$
\mathcal{M} = \sum_{\text{shapes } \alpha} \lambda_\alpha M_\alpha = \sum_{\text{shapes } \alpha: \deg(\square) + U(\square) + V(\square) \text{ even, } \deg(\diamond) \text{ even}} \frac{1}{n^{|V_\alpha| + |V_\alpha|}} \cdot \left( \prod_{\diamond \in V(\alpha)} h_{\deg(\diamond)}(1) \right) \cdot \frac{M_\alpha}{n^{|E(\alpha)|/2}}
$$

Here $h_k(1)$ is in both settings the $k$-th Hermite polynomial, evaluated on 1.

In this decomposition of $\mathcal{M}$, the trivial shapes will be the dominant terms which we will use to bound the other terms. Recall that a shape $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$ is trivial if $U_\alpha = V_\alpha$, $W_\alpha = \emptyset$ and $E(\alpha) = \emptyset$. These shapes contribute scaled identity matrices on
different blocks of the main diagonal of \( \mathcal{M} \), with trivial shape \( \alpha \) contributing an identity matrix with coefficient \( n^{-|U_\alpha|} \). Two trivial shapes are illustrated in Fig. 5.2.

\[
\begin{array}{c}
\frac{1}{n} \\
U_\alpha \cap V_\alpha \\
\frac{1}{n^2}
\end{array}
\begin{array}{c}
\frac{1}{n} \\
U_\alpha \cap V_\alpha \\
\frac{1}{n^2}
\end{array}
\]

Figure 5.2: Two examples of trivial shapes.

Let \( \mathcal{M}_{\text{triv}} \) be this diagonal matrix of trivial shapes in the above decomposition of \( \mathcal{M} \). To prove that \( \mathcal{M} \succeq 0 \), we attempt the simple strategy of showing that the norm of all other terms can be “charged” against this diagonal matrix \( \mathcal{M}_{\text{triv}} \). For several shapes this strategy is indeed viable. To illustrate, let’s consider one such shape \( \alpha \) depicted in Fig. 5.3.

This graph matrix has \( |\lambda_\alpha| = \Theta(\frac{1}{n^5}) \). Using the graph matrix norm bounds, with high probability the norm of this graph matrix is \( \tilde{O}(n^2m) \): there are four square vertices and two circle vertices which are not in the minimum vertex separator. Thus, for this shape \( \alpha \), with high probability \( |\lambda_\alpha| \|M_\alpha\| \) is \( \tilde{O}\left(\frac{m}{m^3}\right) \) and thus \( \lambda_\alpha M_\alpha \preceq \frac{1}{n}I_d \) (which is the multiple of the identity appearing in the corresponding block of \( \mathcal{M}_{\text{triv}} \)).

Unfortunately, some shapes \( \alpha \) that appear in the decomposition have \( \|\lambda_\alpha M_\alpha\| \) too large to be charged against \( \mathcal{M}_{\text{triv}} \). These are shapes with a certain substructure (actually the same structure that appears in the matrix \( Q \) used to project the pseudoexpectation operator!)
whose norms cannot be handled by the preceding argument, and which we denote spiders.
The following graph depicts one such spider shape (and also motivates this terminology):

![Figure 5.4: Picture of basic spider shape \(\alpha\).](image)

The norm \(\|\lambda_\alpha M_\alpha\|\) of this graph is \(\tilde{\Omega}(\frac{1}{n^2})\), as can be easily estimated through the norm bounds (the coefficient is \(\lambda_\alpha = \frac{-2}{n^4}\), the minimum vertex separator is \(\emptyset\), and there are no isolated vertices). This is too large to bound against \(\frac{1}{n^2}Id\), which is the coefficient of \(M_{triv}\) on this spider’s block.

To skirt this and other spiders, we restrict ourselves to vectors \(x \perp \text{Null}(M)\), and observe that this spider \(\alpha\) satisfies \(x^TM_\alpha \approx 0\). To be more precise, consider the following argument. Consider the two shapes in Fig. 5.5, \(\beta_1\) and \(\beta_2\) (take note of the label 2 on the edge in \(\beta_2\)).

![Figure 5.5: Picture of shapes \(\beta_1\) and \(\beta_2\).](image)

We claim that every column of the matrix \(2M_{\beta_1} + \frac{1}{n}M_{\beta_2}\) is in the null space of \(M\). There are \(m\) nonzero columns indexed by assignments to \(V\), which can be a single circle
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The nonzero rows are $\emptyset$ in $\beta_2$ and $\{1, j\}$ for $i \neq j$ in $\beta_1$. Fixing $I \subseteq [n]$, entry $(I, \emptyset)$ of the product matrix $M(2M_{\beta_1} + \frac{1}{n}M_{\beta_2})$ is

$$
2 \sum_{i<j} \overline{E}[v_i^Tv_j] \cdot d_{ui}d_{uj} + \frac{1}{n} \overline{E}[v_i^T] \cdot \sum_i d_{ui}^2 - 1
= 2 \sum_{i<j} \overline{E}[v_i^Tv_j] \cdot d_{ui}d_{uj} + \overline{E}[v_i^T]^2 \cdot \sum_i d_{ui}^2 - \overline{E}[v_i^T] \quad (\overline{E} \text{ satisfies } v_i^2 = \frac{1}{n})
= \sum_{i,j} \overline{E}[v_i^Tv_j]d_{ui}d_{uj} - \overline{E}[v_i^T]
= \overline{E}[v_i^T(\langle v, d_u \rangle^2 - 1)]
= 0 \quad (\overline{E} \text{ satisfies } \langle v, d_u \rangle^2 = 1)
$$

In words, the constraint $\langle v, d_u \rangle^2 = 1$ creates a shape $2\beta_1 + \frac{1}{n} \beta_2$ that lies in the null space of the moment matrix. On the other hand, we can approximately factor the spider $\alpha$ across its central vertex, and when we do so, the shape $\beta_1$ appears on the left side. Therefore

$$
M_{\alpha} \approx M_{\beta_1}M_{\beta_1}^T \approx (M_{\beta_1} + \frac{1}{2n}M_{\beta_2})M_{\beta_1}^T. \text{ The columns of the matrix } M_{\beta_1} + \frac{1}{2n}M_{\beta_2} \text{ are in the null space of } M, \text{ so for } x \perp \text{Null}(M) \text{ we have } x^TM_{\alpha} \approx 0. \text{ More formally, we are able to find coefficients } c_\beta \text{ so that all columns of the matrix }$

$$
A = M_{\alpha} + \sum_\beta c_\beta M_\beta
$$

\text{Figure 5.6: Approximation } \beta_1 \times \beta_1^T \approx \alpha.$
are in \( \text{Null}(\mathcal{M}) \). We then observe the following fact:

**Fact 5.2.1.** If \( x \perp \text{Null}(\mathcal{M}) \) and \( MA = 0 \), then \( x^\top (AB + M)x = x^\top (B^\top A^\top + M)x = x^\top Mx \).

Using the fact, we can freely add multiples of \( A \) to \( M \) without changing the action of \( M \) on \( \text{Null}(\mathcal{M})^\perp \). A judicious choice is to subtract \( \lambda_\alpha A \) which will “kill” the spider from \( M \). Doing this for all spiders, we produce a matrix whose action is equivalent on \( \text{Null}(\mathcal{M})^\perp \), and which has high minimum eigenvalue by virtue of the fact that it has no spiders, showing that \( \mathcal{M} \) is PSD. The catch is two-fold: first, the coefficients \( c_\beta \) may contribute to the coefficients on the non-spiders; second, the further intersection terms \( M_\beta \) may themselves be spiders (though they will always have fewer square vertices than \( \alpha \)). Thus we must recursively kill these spiders, until there are no spiders remaining in the decomposition of \( \mathcal{M} \). The resulting matrix has some new coefficients on the non-spiders

\[
\mathcal{M}' = \sum_{\text{non-spiders}} \lambda'_\beta M_\beta.
\]

We must bound the accumulation on the coefficients \( \lambda'_\beta \). We do this by considering the web of spiders and non-spiders created by each spider and using bounds on the \( c_\beta \) and \( \lambda_\alpha \) to argue that the contributions do not blow up, via an interesting charging scheme that exploits the structure of these graphs.

### 5.3 Pseudocalibration

As we saw in Chapter 3, to be able to apply the pseudocalibration technique to an average-case feasibility problem, in our case the PAP problem, one needs to design a planted distribution supported on feasible instances. This is done in Section 5.3.1. In Section 5.3.2, we recall the precise details in applying pseudocalibration. Then we pseudocalibrate in the Gaussian (Section 5.3.3) and boolean (Section 5.3.4) settings.
5.3.1 PAP planted distribution

We formally define the random and the planted distributions for the Planted Affine Planes problem in the Gaussian and boolean settings. These two (families of) distributions are required by the pseudocalibration machinery in order to define a candidate pseudoexpectation operator $\tilde{E}$. For the Gaussian setting, we have the following distributions.

**Definition 5.3.1** (Gaussian PAP distributions). *The Gaussian PAP distributions are as follows.*

1. *(Random distribution)* $m$ i.i.d. vectors $d_u \sim \mathcal{N}(0,I)$.

2. *(Planted distribution)* A vector $v$ is sampled uniformly from $\{\pm \frac{1}{\sqrt{n}}\}^n$, as well as signs $b_u \in \mathbb{R}\{\pm 1\}$, and $m$ vectors $d_u$ are drawn from $\mathcal{N}(0, I)$ conditioned on $\langle d_u, v \rangle = b_u$.

For the boolean setting, we have the following distributions.

**Definition 5.3.2** (Boolean PAP distributions). *The boolean PAP distributions are as follows.*

1. *(Random distribution)* $m$ i.i.d. vectors $d_u \in \mathbb{R}\{-1, +1\}^n$.

2. *(Planted distribution)* A vector $v$ is sampled uniformly from $\{\pm \frac{1}{\sqrt{n}}\}^n$, as well as signs $b_u \in \mathbb{R}\{\pm 1\}$, and $m$ vectors $d_u$ are drawn from $\{\pm 1\}^n$ conditioned on $\langle d_u, v \rangle = b_u$.

5.3.2 Pseudocalibration technique

We will use the shorthand $\mathbb{E}_{ra}$ and $\mathbb{E}_{pl}$ for the expectation under the random and planted distributions. Pseudocalibration gives a method for constructing a candidate pseudoexpectation operator $\tilde{E}$. The idea behind pseudocalibration is that $\mathbb{E}_{ra}\tilde{E}f(v)$ should match with $\mathbb{E}_{pl}f(v)$ for every low-degree test of the data $t = t(d) = t(d_1, \ldots, d_m)$,

$$\mathbb{E}_{ra}t(d)\tilde{E}f(v) = \mathbb{E}_{pl}t(d)f(v).$$
When pseudocalibrating, one can freely choose the “outer” basis in which to express the polynomial \( f(v) \), as well as the “inner” basis of low-degree tests which should agree with the planted distribution. Though we attempted to use alternate bases to simplify the analysis, ultimately we opted for the standard choice of bases: a Fourier basis for the inner basis in each setting (Hermite functions for the Gaussian setting, parity functions for the boolean setting), and the coordinate basis \( v^I \) for the outer basis.

When the inner basis is orthonormal under the random distribution (as a Fourier basis is), the pseudocalibration condition gives a formula for the coefficients of \( \mathbb{E} f(v) \) in the orthonormal basis (though it only gives the coefficients of the low-degree functions \( t(d) \)). Concretely, letting the inner basis be indexed by \( \alpha \in F \), as a function of \( d \) the pseudocalibration condition enforces

\[
\mathbb{E} f(v) = \sum_{\alpha \in F : |\alpha| \leq n^\tau} (\mathbb{E} p_t \alpha(d) f(v)) t_\alpha(d).
\]

Here we use “\( |\alpha| \leq n^\tau \)” to describe the set of low-degree tests. The pseudocalibration condition does not prescribe any coefficients for functions \( t_\alpha(d) \) with \( |\alpha| > n^\tau \) and an economical choice is to set these coefficients to zero.

When pseudocalibrating, our pseudoexpectation operator is guaranteed to be linear, as the expression above is linear in \( f \). It is guaranteed to satisfy all constraints of the form “\( f(v) = 0 \)”. It will approximately satisfy constraints of the form “\( f(v, d) = 0 \)”, though only up to truncation error.

**Fact 5.3.3** (Proof in [81]). *If \( p(v) \) is a polynomial which is uniformly zero on the planted distribution, then \( \mathbb{E}[p] \) is the zero function. If \( p(v, d) \) is a polynomial which is uniformly zero on the planted distribution, then the only nonzero Fourier coefficients of \( \mathbb{E}[p] \) are those with size between \( n^\tau \pm \deg_q(p) \).*

Truncation introduces a tiny error in the constraints, which we are able to handle in [81],
omitted in this work for brevity.

For the pseudocalibration we truncate to only Fourier coefficients of size at most $n^\tau$. The relationship between the parameters is $\delta \leq c\tau \leq c'\varepsilon$ where $c' < c < 1$ are absolute constants. We will assume that they are sufficiently small for all our proofs to go through.

Pseudocalibration also by default does not enforce the condition $\mathbb{E}[1] = 1$. However, this is easily fixed by dividing the operator by $\mathbb{E}[1]$. As will be pointed out in Remark 5.4.9, w.h.p. in the unnormalized pseudocalibration, $\mathbb{E}[1] = 1 + o_n(1)$ and so the error introduced does not impact the statement of any lemmas.

### 5.3.3 Gaussian setting pseudocalibration

We start by computing the pseudocalibration for the Gaussian setting. Here the natural choice of Fourier basis is the Hermite polynomials. Let $\alpha \in (\mathbb{N}^n)^m$ denote a Hermite polynomial index. Define $\alpha! := \prod_{u,i} \alpha_{u,i}!$ and $|\alpha| := \sum_{u,i} \alpha_{u,i}$ and $|\alpha_u| := \sum_i \alpha_{u,i}$. We let $h_\alpha(d_1,\ldots,d_m)$ denote an unnormalized Hermite polynomial, so that $h_\alpha/\sqrt{\alpha!}$ forms an orthonormal basis for polynomials in the entries of the vectors $d_1,\ldots,d_m$, under the inner product $\langle p, q \rangle = \mathbb{E}_{d_1,\ldots,d_m \sim \mathcal{N}(0, I)} [p \cdot q]$.

We can view $\alpha$ as an $m \times n$ matrix of natural numbers, and with this view we also define $\alpha^\top \in (\mathbb{N}^m)^n$.

**Lemma 5.3.4.** For any $I \subseteq [n]$, the pseudocalibration value is

$$
\tilde{\mathbb{E}}_v I = \sum_{\alpha : |\alpha| \leq n^\tau, \atop |\alpha_u| \text{ even}, \atop |(\alpha^\top)_i| \equiv I_i \pmod{2}} \left( \prod_{u=1}^m h_{|\alpha_u|}(1) \right) \cdot \frac{1}{n^{|I|/2+|\alpha|/2}} \cdot \frac{h_\alpha(d_1,\ldots,d_m)}{\alpha!}.
$$

In words, the nonzero Fourier coefficients are those which have even row sums, and whose column sums match the parity of $I$. 148
Proof. The truncated pseudocalibrated value is defined to be

\[
\tilde{E}_v^I = \sum_{\alpha:|\alpha| \leq n^r} \frac{h_\alpha(d_1, \ldots, d_m)}{\alpha!} \cdot \mathbb{E}_{p_l}[h_\alpha(d_1, \ldots, d_m) \cdot v^I]
\]

So we set about to compute the planted moments. For this computation, the following lemma is crucial. Here, we give a short proof of this lemma using generating functions. For a different combinatorial proof, see [81].

Lemma 5.3.5. Let \( \alpha \in \mathbb{N}^n \). When \( v \) is fixed and \( b \) is fixed (not necessarily \( \pm 1 \)) and \( d \sim N(0, I) \) conditioned on \( \langle v, d \rangle = b \| v \| \),

\[
\mathbb{E}_d[h_\alpha(d)] = \frac{v^\alpha}{\| v \| | \alpha |} \cdot h_{| \alpha |}(b).
\]

Proof. It suffices to prove the claim when \( \| v \| = 1 \) since the left-hand side is independent of \( \| v \| \). Express \( d = bv + (I - vv^\top)x \) where \( x \sim N(0, I) \) is a standard normal variable. Now we want

\[
\mathbb{E}_{x \sim N(0, I)} h_\alpha(bv + (I - vv^\top)x).
\]

The Hermite polynomial generating function is

\[
\sum_{\alpha \in \mathbb{N}^n} \mathbb{E}_{x \sim N(0, I)} h_\alpha(bv + (I - vv^\top)x) \frac{t^\alpha}{\alpha!} = \mathbb{E}_x \exp \left( \langle bv + (I - vv^\top)x, t \rangle - \frac{\| t \|^2}{2} \right)
\]

\[
= \int_{\mathbb{R}^n} \frac{1}{(2\pi)^{n/2}} \cdot \exp \left( \langle bv + (I - vv^\top)x, t \rangle - \frac{\| t \|^2}{2} - \frac{\| x \|^2}{2} \right) \, dx.
\]
Completing the square,
\[
= \int_{\mathbb{R}^n} \frac{1}{(2\pi)^{\frac{n}{2}}} \cdot \exp \left( \langle bv, t \rangle - \frac{\langle v, t \rangle^2}{2} - \frac{1}{2} \cdot \|x - (t - \langle v, t \rangle v)\|^2 \right) \, dx
\]

= \exp \left( \langle bv, t \rangle - \frac{\langle v, t \rangle^2}{2} \right)

= \exp \left( b(v, t) - \frac{1}{2} \cdot \langle v, t \rangle^2 \right).

How can we Taylor expand this in terms of \( t \)? The Taylor expansion of \( \exp(by - \frac{y^2}{2}) \) is
\[
\sum_{i=0}^{\infty} \frac{h_i(b)}{i!} y^i.
\]
That is, the \( i \)-th derivative in \( y \) of \( \exp(by - \frac{y^2}{2}) \), evaluated at 0, is \( h_i(b) \).
Using the chain rule with \( y = \langle v, t \rangle \), the \( \alpha \)-derivative in \( t \) of our expression, evaluated at 0, is \( v^\alpha \cdot h_{\alpha|\alpha|}(b) \). This is the expression we wanted when \( \|v\| = 1 \), and along with the aforementioned remark about homogeneity in \( \|v\| \) this completes the proof.  

Now we can finish the calculation. To compute \( \mathbb{E}_{pl}[h_\alpha(d_1, \ldots, d_m) \cdot v^I] \), marginalize \( v \) and the \( b_u \) and factor the conditionally independent \( b_u \) and \( d_u \).

\[
\mathbb{E}_{pl}[h_\alpha(d_1, \ldots, d_m) v^I] = \mathbb{E}_{v,b_u} v^I \prod_{u=1}^{m} \mathbb{E}_{d}[h_{\alpha_u}(d_u) \mid v, b_u]
\]

\[
= \mathbb{E}_{v,b_u} v^I \cdot \prod_{u=1}^{m} \frac{v^{\alpha_u}}{\|v\|^{|\alpha_u|}} \cdot h_{|\alpha_u|}(b_u) \quad \text{(Lemma 5.3.5)}
\]

\[
= \left( \mathbb{E}_{v} \frac{v^I + \sum_{u=1}^{m} \alpha_u}{\|v\|^{|\sum_{u=1}^{m} |\alpha_u|}}} \cdot \left( \prod_{u=1}^{m} \mathbb{E}_{b_u} h_{|\alpha_u|}(b_u) \right) \right)
\]

The Hermite polynomial expectations will be zero in expectation over \( b_u \) if the degree is odd, and otherwise \( b_u \) is raised to an even power and can be replaced by 1. This requires that \( |\alpha_u| \) is even for all \( u \). The norm \( \|v\| \) is constantly 1 and can be dropped. The numerator will be \( \frac{1}{n^{I + |\sum_{u=1}^{m} |\alpha_u|}} \) if the parity of every \( |(\alpha^T)_i| \) matches \( I_i \), and 0 otherwise. This completes the pseudocalibration calculation.

We can now write \( \mathcal{M} \) in terms of graph matrices.
Definition 5.3.6. Let $L$ be the set of all proper shapes $\alpha$ with the following properties:

- $U_\alpha$ and $V_\alpha$ only contain square vertices and $|U_\alpha|, |V_\alpha| \leq n^\delta$
- $W_\alpha$ has no degree 0 vertices
- $\deg(\square) + U_\alpha(\square) + V_\alpha(\square)$ is even for all $\square \in V(\alpha)$
- $\deg(\ominus)$ is even and $\deg(\ominus) \geq 4$ for all $\ominus \in V(\alpha)$
- $|E(\alpha)| \leq n^\tau$

Remark 5.3.7. Note that the shapes in $L$ can have isolated vertices in $U_\alpha \cap V_\alpha$.

Remark 5.3.8. $L$ captures all the shapes that have nonzero coefficient when we write $\mathcal{M}$ in terms of graph matrices. The constraint $\deg(\ominus) \geq 4$ arises because pseudocalibration gives us that $\deg(\ominus)$ is even, $\ominus$ cannot be isolated, and $h_2(1) = 0$.

For a shape $\alpha$, we define

$$\alpha! := \prod_{e \in E(\alpha)} l(e)!$$

Note that this equals the factorial of the corresponding index of the Hermite polynomial for this shape.

Definition 5.3.9. For any shape $\alpha$, if $\alpha \in L$, define

$$\lambda_\alpha := \left( \prod_{\ominus \in V(\alpha)} h_{\deg(\ominus)}(1) \right) \cdot \frac{1}{n(|U_\alpha| + |V_\alpha| + |E(\alpha)|)/2} \cdot \frac{1}{\alpha!}$$

Otherwise, define $\lambda_\alpha := 0$.

Corollary 5.3.10. Modulo the footnote\(^3\), $\mathcal{M} = \sum_{\text{shapes } \alpha} \lambda_\alpha M_\alpha$.

---

3. Technically, the graph matrices $M_\alpha$ have rows and columns indexed by all subsets of $C_m \cup S_n$. The submatrix with rows and columns from $\binom{S_n}{\leq D/2}$ equals the moment matrix for $\bar{E}$. 151
5.3.4 Boolean setting pseudocalibration

We now present the pseudocalibration for the boolean setting. For the sequel, we need notation for vectors on a slice of the boolean cube.

**Definition 5.3.11 (Slice).** Let \( v \in \{\pm 1\}^n \) and \( \theta \in \mathbb{Z} \). The slice \( S_v(\theta) \) is defined as

\[
S_v(\theta) := \{ d \in \{\pm 1\}^n \mid \langle v, d \rangle = \theta \}.
\]

We use \( S_v(\pm \theta) \) to denote \( S_v(\theta) \cup S_v(-\theta) \) and \( S(\theta) \) to denote \( S_v(\theta) \) when \( v \) is the all-ones vector.

**Remark 5.3.12.** With our notation for the slice, the planted distribution in the boolean setting can be equivalently described as

1. Sample \( v \in \{\pm 1\}^n \) uniformly, and then
2. Sample \( d_1, \ldots, d_m \) independently and uniformly from \( S_{\sqrt{n}}(\pm \sqrt{n}) \).

The planted distribution doesn’t actually exist for every \( n \), but this is immaterial, as we can still define the pseudoexpectation via the same formula.

We will also need the expectation of monomials over the slice \( S(\sqrt{n}) \) since they will appear in the description of the pseudocalibrated Fourier coefficients.

**Definition 5.3.13.** \( e(k) := \mathbb{E}_{x \in R} S(\sqrt{n}) [x_1 \cdots x_k] \).

We now compute the Fourier coefficients of \( \tilde{v}^\beta \), where \( \beta \in \mathbb{F}_2^n \). The Fourier basis when \( d_1, \ldots, d_m \in R \{\pm 1\}^n \) is the set of parity functions. Thus a character can be specified by \( \alpha \in (\mathbb{F}_2^n)^m \), where \( \alpha \) is composed of \( m \) vectors \( \alpha_1, \ldots, \alpha_m \in \mathbb{F}_2^n \). More precisely, the character \( \chi_\alpha \) associated to \( \alpha \) is defined as

\[
\chi_\alpha(d_1, \ldots, d_m) := \prod_{u=1}^{m} d_u^{\alpha_u}
\]
We denote by $|\alpha|$ the number of non-zero entries of $\alpha$ and define $|\alpha_u|$ similarly. Thinking of $\alpha$ as an $m \times n$ matrix with entries in $\mathbb{F}_2$, we also define $\alpha^\top \in (\mathbb{F}_2^n)^m$.

**Lemma 5.3.14.** We have

$$
\hat{E}v^\beta = \frac{1}{n^{|\beta|/2}} \sum_{\alpha: |\alpha| \leq n^\tau, |\alpha_u| \text{ even}} \prod_{u=1}^{m} e(|\alpha_u|) \cdot \chi_{\alpha_u}(d_u).
$$

The set of nonzero coefficients has a similar structure as in the Gaussian case: the rows of $\alpha$ must have an even number of entries, and the $i$-th column must have parity matching $\beta_i$.

**Proof.** Given $\alpha \in (\mathbb{F}_2^n)^m$ with $|\alpha| \leq n^\tau$, the pseudocalibration equation enforces by construction that

$$
E_{d_1,\ldots,d_m \in \{\pm 1\}^n} (\hat{E}v^\beta)(d_1,\ldots,d_m) \cdot \chi_{\alpha}(d_1,\ldots,d_m) = E_{p^l}v^\beta \cdot \chi_{\alpha}(d_1,\ldots,d_m).
$$

Computing the RHS above yields

$$
E_{v \in \{\pm 1\}^n} E_{d_1,\ldots,d_m \in R^{S(\pm \sqrt{n})}} \left[ v^\beta \prod_{u=1}^{m} \chi_{\alpha_u}(d_u) \right] = E_{v \in \{\pm 1\}^n} E_{d_1,\ldots,d_m \in R^{S(\pm \sqrt{n})}} \left[ v^\beta \prod_{u=1}^{m} \chi_{\alpha_u}(v) \chi_{\alpha_u}(d_u) \prod_{i=1}^{m} \chi_{\alpha_i}(d_i) \right]
$$

$$
= E_{v \in \{\pm 1\}^n} \chi_{\alpha_1 + \cdots + \alpha_m = \beta} \cdot \prod_{i=1}^{m} E_{d_i \in S(\pm \sqrt{n})} [\chi_{\alpha_i}(d_i)]
$$

$$
= 1_{[\alpha_1 + \cdots + \alpha_m = \beta]} \cdot \prod_{i=1}^{m} E_{d_i \in S(\pm \sqrt{n})} [\chi_{\alpha_i}(d_i)]
$$

$$
= 1_{[\alpha_1 + \cdots + \alpha_m = \beta]} \cdot \prod_{i=1}^{m} 1_{[|\alpha_i| \equiv 0 \pmod{2}]} \cdot \prod_{i=1}^{m} e(|\alpha_i|).
$$

Since we have a general expression for the Fourier coefficient of each character, applying Fourier inversion concludes the proof.

We can now express the moment matrix in terms of graph matrices.
Definition 5.3.15. Let $L_{\text{bool}}$ be the set of shapes in $L$ from Definition 5.3.6 in which the edge labels are all 1.

Remark 5.3.16. $L_{\text{bool}}$ captures all the shapes that have nonzero coefficient when we write $M$ in terms of graph matrices. Similar to Remark 5.3.8, since $e(2) = 0$ (see Claim 5.6.5), we have the same condition $\deg(\circ) \geq 4$ for shapes in $L_{\text{bool}}$.

Definition 5.3.17. For all shapes $\alpha$, if $\alpha \in L_{\text{bool}}$ define

$$\lambda_\alpha := \frac{1}{n(|U_\alpha|+|V_\alpha|)/2} \prod_{\otimes \in V(\alpha)} e(\deg(\otimes))$$

Otherwise, let $\lambda_\alpha := 0$.

Corollary 5.3.18. $M = \sum_{\text{shapes } \alpha} \lambda_\alpha M_\alpha$

Unifying the analysis

It turns out that the analysis of the boolean setting mostly follows from the analysis in the Gaussian setting. Initially, the boolean pseudocalibration is essentially equal to the Gaussian pseudocalibration in which we have removed all shapes containing at least one edge with a label $k \geq 2$. The coefficients on the graph matrices will actually be slightly different, but they both admit an upper bound that is sufficient for our purposes (see Proposition 5.4.13 for the precise statement).

To unify the notation in our analysis, we conveniently set the edge functions of the graphs in the boolean case to be

$$h_k(x) = \begin{cases} 1 & \text{if } k = 0 \\ x & \text{if } k = 1 \\ 0 & \text{if } k \geq 2 \end{cases}$$

This choice of $h_k(x)$ preserves the fact that $\{h_0(x) = 1, h_1(x) = x\}$ is an orthogonal polynomial basis in the boolean setting, while zeroing out graphs with larger labels.
During the course of the analysis, we may multiply two graph matrices and produce graph matrices with improper parallel edges (so-called “intersections terms”). For a fixed pair \( u, i \) of vertices, parallel edges between \( u \) and \( i \) with labels \( l_1, \ldots, l_s \) correspond to the product of orthogonal polynomials \( \prod_{j=1}^{s} h_{l_j}(d_{u,i}) =: q(d_{u,i}) \). We will re-express this product as a linear combination of polynomials in the orthogonal family, i.e., \( q(d_{u,i}) = \sum_{i=0}^{\deg(q)} \lambda_i \cdot h_i(d_{u,i}) \) for some coefficients \( \lambda_i \in \mathbb{R} \). For the boolean case, the polynomial \( q(d_{u,i}) \) will be either \( h_0(d_{u,i}) = 1 \) or \( h_1(d_{u,i}) = d_{u,i} \). However, for the Gaussian setting there may be up to \( \deg(q) \) non-zero, potentially larger coefficients \( \lambda_i \) for the corresponding Hermite polynomials \( h_i \). For the graphs that arise in this way, we will always bound their contributions to \( \mathcal{M} \) by applying the triangle inequality and norm bounds. Since we show bounds using the larger coefficients \( \lambda_i \) from the Gaussian case, the same bounds apply when using the 0/1 coefficients in the boolean case.

We will consider separate cases at any point where the analysis differs between the two settings.

### 5.4 Proving PSD-ness

Looking at the shapes that make up \( \mathcal{M} \), the trivial shape with \( k \) square vertices contributes an identity matrix on the degree-2\( k \) submatrix of \( \mathcal{M} \). Our ultimate goal will be to bound all shapes against these identity matrices.

**Definition 5.4.1 (Block).** For \( k, l \in \{0, 1, \ldots, D/2\} \), the \( (k, l) \) block of \( \mathcal{M} \) is the submatrix with rows from \( \binom{[n]}{k} \) and columns from \( \binom{[n]}{l} \). Note that when \( \mathcal{M} \) is expressed as a sum of graph matrices, this exactly restricts \( \mathcal{M} \) to shapes \( \alpha \) with \( |U_\alpha| = k \) and \( |V_\alpha| = l \).

We define the parameter \( \eta := 1/\sqrt{n} \). The trivial shapes live in the diagonal blocks of \( \mathcal{M} \), and on the \( (k, k) \) block contribute a factor of \( \frac{1}{n^k} = \eta^{2k} \) on the diagonal. In principle, we...
could make $\eta$ as small as we like\footnote{Though pseudocalibration truncation errors may become nonnegligible for extremely tiny $\eta$.} by considering the moments of a rescaling of $v$ rather than $v$ itself. Counterintuitively, it will turn out that the scaling helps us prove PSD-ness (see \cite{81} for more details). It turns out that pseudocalibrating $v$ as a unit vector (equivalently, using $\eta = 1/\sqrt{n}$) is sufficient for our analysis.

Towards the goal of bounding $\mathcal{M}$ by the identity terms, we will bound the norm of matrices on each block of $\mathcal{M}$, and invoke the following lemma to conclude PSD-ness.

**Lemma 5.4.2.** Suppose a symmetric matrix $A \in \mathbb{R}^{([n] \times [n]) \times ([n] \times [n])}$ satisfies, for some parameter $\eta \in (0, 1)$,

1. For each $k \in \{0, 1, \ldots, D\}$, the $(k, k)$ block has minimum singular value at least $\eta^2(1 - \frac{1}{D+1})$

2. For each $k, l \in \{0, 1, \ldots, D\}$ such that $k \neq l$, the $(k, l)$ block has norm at most $\frac{\eta^{k+l}}{D+1}$.

Then $A \succeq 0$.

**Proof.** We need to show that for all vectors $x$, $x^T Ax \geq 0$. Given a vector $x$, let $x_0, \ldots, x_D$ be its components in blocks $0, \ldots, D$. Observe that

$$x^T Ax \geq \sum_{k \in [0, D]} \eta^{2k} \left(1 - \frac{1}{D+1}\right) \|x_k\|^2 - \sum_{k \neq l \in [0, D]} \frac{\eta^{k+l}}{D+1} \|x_k\| \|x_l\|$$

$$= (\|x_0\|, \eta \|x_1\|, \ldots, \eta^D \|x_D\|) \begin{pmatrix}
1 - \frac{1}{D+1} & -\frac{1}{D+1} & \cdots & -\frac{1}{D+1} \\
-\frac{1}{D+1} & 1 - \frac{1}{D+1} & \cdots & -\frac{1}{D+1} \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{D+1} & -\frac{1}{D+1} & \cdots & 1 - \frac{1}{D+1}
\end{pmatrix} \begin{pmatrix}
\|x_0\| \\
\eta \|x_1\| \\
\vdots \\
\eta^D \|x_D\|
\end{pmatrix} \geq 0. \blacksquare$$

We start by defining spiders, which are special shapes $\alpha$ that we will handle separately in the decomposition of $\mathcal{M}$. Informally, these contain special substructures which allow their
norm bounds not to be negligible with respect to the identity matrix. We then show that shapes which are not spiders have bounded norms.

**Definition 5.4.3** (Left Spider). A left spider is a proper shape $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$ with the property that there exist two distinct square vertices $\square, \square \in U_\alpha$ of degree 1 and a circle vertex $\odot \in V(\alpha)$ such that $E(\alpha)$ contains the edges $(\square, \odot)$ and $(\square, \odot)$ (these are necessarily the only edges incident to $\square$ and $\square$).

The vertices $\square$ and $\square$ are called the end vertices of $\alpha$. Because of degree parity, the end vertices must lie in $U_\alpha \setminus (U_\alpha \cap V_\alpha)$.

**Definition 5.4.4** (Right spider). A shape $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$ is a right spider if $\alpha^\top = (V(\alpha), E(\alpha), V_\alpha, U_\alpha)$ is a left spider. The end vertices of $\alpha^\top$ are also called the end vertices of $\alpha$.

**Definition 5.4.5** (Spider). A shape $\alpha$ is a spider if it is either a left spider or a right spider.

**Remark 5.4.6.** A spider can have many pairs of end vertices. For each possible spider shape, we single out a pair of end vertices, so that in what follows we can discuss “the” end vertices of the spider.

### 5.4.1 Non-spiders are negligible

For non-spiders, we will now show that their norm is small. We point out that this norm bound on non-spiders critically relies on the assumption $m \leq n^{3/2-\varepsilon}$.

**Lemma 5.4.7.** If $\alpha \in \mathcal{L}$ is not a trivial shape and not a spider, then

$$\frac{1}{n^{\frac{|E(\alpha)|}{2}}} n^{\frac{w(V(\alpha)) - w(S_{\min})}{2}} \leq \frac{1}{n^{\Omega(\varepsilon |E(\alpha)|)}}$$

where $S_{\min}$ is the minimum vertex separator of $\alpha$. 
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Proof. The idea behind the proof is as follows. Each square vertex which is not in the minimum vertex separator contributes $\sqrt{n}$ to the norm bound while each circle vertex which is not in the minimum vertex separator contributes $\sqrt{m}$. To compensate for this, we will try and take the factor of $\frac{1}{\sqrt{n}}$ from each edge and distribute it among its two endpoints so that each square vertex which is not in the minimum vertex separator is assigned a factor of $\frac{1}{\sqrt{n}}$ or smaller and each circle vertex which is not in the minimum vertex separator is assigned a factor of $\frac{1}{\sqrt{m}}$ or smaller.

Remark 5.4.8. Instead of using the minimum vertex separator, we will actually use a set $S$ of square vertices such that $w(S) \leq w(S_{\text{min}})$. For details, see the actual distribution scheme below.

To motivate the distribution scheme which we use, we first give two attempts which don’t quite work. For simplicity, for these first two attempts we assume that $U_\alpha \cap V_\alpha = \emptyset$ as vertices in $U_\alpha \cap V_\alpha$ can essentially be ignored.

Attempt 1: Take each edge and assign a factor of $\frac{1}{\sqrt{n}}$ to its square endpoint and a factor of $\frac{1}{\sqrt{m}}$ to its circle endpoint.

With this distribution scheme, since each circle vertex has degree at least 4, each circle vertex is assigned a factor of $\frac{1}{\sqrt{m}}$ or smaller. Since each square vertex in $W_\alpha$ has degree at least 2, each square vertex in $W_\alpha$ is assigned a factor of $\frac{1}{\sqrt{n}}$ or smaller. However, square vertices in $U_\alpha \cup V_\alpha$ may only have degree 1 in which case they are assigned a factor of $\frac{1}{\sqrt{n}}$ which is not small enough.

To fix this issue, we can have all of the edges which are incident to a square vertex in $U_\alpha \cup V_\alpha$ give their entire factor of $\frac{1}{\sqrt{n}}$ to the square vertex.

Remark 5.4.9. For analyzing $\tilde{E}[1]$, this first attempt works as $U_\alpha = V_\alpha = \emptyset$. Thus, as long as $m \leq n^{2-\varepsilon}$, with high probability $\tilde{E}[1] = 1 \pm o_n(1)$.
Attempt 2: For each edge which is between a square vertex in $U_{\alpha} \cup V_{\alpha}$ and a circle vertex, we assign a factor of $\frac{1}{\sqrt{n}}$ to the square vertex and nothing to the circle vertex. For all other edges, we assign a factor of $\frac{1}{\sqrt{m}}$ to its square endpoint and a factor of $\frac{1}{\sqrt{m}}$ to its circle endpoint (which we can do because $m \leq n^{2-\varepsilon}$).

With this distribution scheme, each square vertex is assigned a factor of $\frac{1}{\sqrt{n}}$. Since $\alpha$ is not a spider, no circle vertex is adjacent to two vertices in $U_{\alpha}$ or $V_{\alpha}$. Thus, any circle vertex which is not adjacent to both a square vertex in $U_{\alpha}$ and a square vertex in $V_{\alpha}$ must be adjacent to at least 3 square vertices in $W_{\alpha}$ and is thus assigned a factor of $\frac{1}{\sqrt{m}}$ or smaller. However, we can have circle vertices which are adjacent to both a square vertex in $U_{\alpha}$ and a square vertex in $V_{\alpha}$. These circle vertices may be assigned a factor of $\frac{1}{\sqrt{m}}$, which is not small enough.

To fix this, observe that whenever we have a circle vertex which is adjacent to both a square vertex in $U_{\alpha} \setminus V_{\alpha}$ and a square vertex in $V_{\alpha} \setminus U_{\alpha}$, put one of these two square vertices in $S$ (this choice is arbitrary). Observe that $w(S) \leq w(S_{\text{min}})$.

Actual distribution scheme: Based on these observations, we use the following distribution scheme. Here we are no longer assuming that $U_{\alpha} \cap V_{\alpha}$ is empty.

1. Choose a set of square vertices $S \subseteq U_{\alpha} \cup V_{\alpha}$ as follows. Start with $S = U_{\alpha} \cap V_{\alpha}$. Whenever we have a circle vertex which is adjacent to both a square vertex in $U_{\alpha} \setminus V_{\alpha}$ and a square vertex in $V_{\alpha} \setminus U_{\alpha}$, put one of these two square vertices in $S$ (this choice is arbitrary). Observe that $w(S) \leq w(S_{\text{min}})$.

2. For each edge which is incident to a square vertex in $S$, assign a factor of $\frac{1}{\sqrt{m}}$ to its circle endpoint and nothing to this square.

3. For each edge which is incident to a square vertex in $(U_{\alpha} \cup V_{\alpha}) \setminus S$, assign a factor of $\frac{1}{\sqrt{n}}$ to the square vertex and nothing to the circle vertex.
4. For all other edges, assign a factor of \( \frac{1}{\sqrt{n}} \) to its square endpoint and a factor of \( \frac{1}{\sqrt{m}} \) to its circle endpoint.

Now each square vertex which is not in \( S \) is assigned a factor of \( \frac{1}{\sqrt{n}} \) and since \( \alpha \) is not a spider, all circle vertices are assigned a factor of \( \frac{1}{\sqrt{m}} \) or smaller.

We now make this argument formal.

Let \( C_{\alpha} \) and \( S_{\alpha} \) be the set of circle vertices and the set of square vertices in \( \alpha \) respectively. We have

\[
\frac{w(V(\alpha)) - w(S_{min})}{2} \leq n^{0.5}|S_{\alpha} \setminus S_{min}| + (0.75 - \frac{\varepsilon}{2})|C_{\alpha} \setminus S_{min}|.
\]

So, it suffices to prove that

\[
|E(\alpha)| - |S_{\alpha} \setminus S_{min}| - (1.5 - \varepsilon)|C_{\alpha} \setminus S_{min}| \geq \Omega(\varepsilon |E(\alpha)|)
\]

Let \( Q = U_{\alpha} \cap V_{\alpha}, P = (U_{\alpha} \cup V_{\alpha}) \setminus Q \) and let \( P' \) be the set of vertices of \( P \) that have degree 1 and are not in \( S_{min} \). Let \( E_1 \) be the set of edges incident to \( P' \) and let \( E_2 = E(\alpha) \setminus E_1 \).

For each vertex \( \square \) (resp. \( \vartriangleleft \)), let the number of edges of \( E_2 \) incident to it be \( \deg'(\square) \) (resp. \( \deg'(\vartriangleleft) \)). Since \( \alpha \) is bipartite, we have that

\[
|E_2| = \sum_{\square \in S_{\alpha}} \deg'(\square) = \sum_{\vartriangleleft \in C_{\alpha}} \deg'(\vartriangleleft).
\]

We get that

\[
|E(\alpha)| = |E_1| + |E_2| = |P'| + \frac{1}{2}\left( \sum_{\square \in S_{\alpha}} \deg'(\square) + \sum_{\vartriangleleft \in C_{\alpha}} \deg'(\vartriangleleft) \right)
\]

We also have

\[
|S_{\alpha} \setminus S_{min}| \leq |P'| + |S_{\alpha} \cap W_{\alpha}| + |S_{\alpha} \cap (P' \setminus P')| \leq |P'| + \frac{1}{2} \sum_{\square \in S_{\alpha}} \deg'(\square)
\]

because each square vertex outside \( P' \cup Q \) has degree at least 2 and is not incident to any edge in \( E_1 \). So, it suffices to prove

\[
\frac{1}{2} \sum_{\vartriangleleft \in C_{\alpha}} \deg'(\vartriangleleft) - (1.5 - \varepsilon)|C_{\alpha} \setminus S_{min}| \geq \Omega(\varepsilon |E(\alpha)|)
\]

Now, observe that each \( \vartriangleleft \in C_{\alpha} \) is incident to at most two edges in \( E_1 \). This is because if it were adjacent to at least 3 edges in \( E_1 \), then either \( \vartriangleleft \) is adjacent to at least two vertices of degree 1 in \( U_{\alpha} \) or \( \vartriangleleft \) is adjacent to at least two vertices of degree 1 in \( V_{\alpha} \). However, this cannot happen since \( \alpha \) is not a spider. This implies that \( \deg'(\vartriangleleft) \geq \deg(\vartriangleleft) - 2 \).
Note moreover that if \( \odot \in C_\alpha \setminus S_{\text{min}} \), we have that \( \deg'(\odot) \geq \deg(\odot) - 1 \). This is because, building on the preceding argument, \( \deg'(\odot) = \deg(\odot) - 2 \) can only happen if there exist \( i \in U_\alpha, j \in V_\alpha \) such that \((i, \odot), (j, \odot) \in E_1\). But then, note that we have \( i, j \notin S_{\text{min}} \) by definition of \( P' \) and also, \( \odot \notin S_{\text{min}} \) by assumption. This means that there is a path from \( U_\alpha \) to \( V_\alpha \) which does not pass through \( S_{\text{min}} \), which is a contradiction.

Finally, we set \( \varepsilon \) small enough such that the following inequalities are true, both of which follow from the fact that \( \deg(\odot) \geq 4 \) for all \( \odot \in C_\alpha \).

1. For any \( \odot \in C_\alpha \cap S_{\text{min}} \), we have \( \frac{\deg(\odot) - 2}{2} \geq \frac{\varepsilon}{10} \deg(\odot) \).

2. For any \( \odot \in C_\alpha \setminus S_{\text{min}} \), we have \( \frac{\deg(\odot) - 1}{2} - 1.5 + \varepsilon \geq \frac{\varepsilon}{10} \deg(\odot) \).

Using this, we get

\[
\frac{1}{2} \sum_{\odot \in C_\alpha} \deg'(\odot) - (1.5 - \varepsilon)\lvert C_\alpha \setminus S_{\text{min}} \rvert \geq \sum_{\odot \in C_\alpha \cap S_{\text{min}}} \frac{\deg(\odot) - 2}{2} + \sum_{\odot \in C_\alpha \setminus S_{\text{min}}} \frac{\deg(\odot) - 1}{2} - (1.5 - \varepsilon)\lvert C_\alpha \setminus S_{\text{min}} \rvert \\
\geq \sum_{\odot \in C_\alpha \cap S_{\text{min}}} \frac{\varepsilon}{10} \deg(\odot) + \sum_{\odot \in C_\alpha \setminus S_{\text{min}}} \left( \frac{\deg(\odot) - 1}{2} - 1.5 + \varepsilon \right) \\
\geq \sum_{\odot \in C_\alpha \cap S_{\text{min}}} \frac{\varepsilon}{10} \deg(\odot) + \sum_{\odot \in C_\alpha \setminus S_{\text{min}}} \frac{\varepsilon}{10} \deg(\odot) \\
= \sum_{\odot \in C_\alpha} \frac{\varepsilon}{10} \deg(\odot) = \Omega(\varepsilon \lvert E(\alpha) \rvert)
\]

Since \( L_{\text{bool}} \subseteq L \), the above result extends to non-trivial non spider shapes in \( L_{\text{bool}} \) too.

**Corollary 5.4.10.** If \( \alpha \in L_{\text{bool}} \) is not a trivial shape and not a spider, then

\[
\frac{1}{n^\lvert E(\alpha) \rvert} n^{\frac{w(V(\alpha)) - w(S_{\text{min}})}{2}} \leq \frac{1}{n^{\Omega(\varepsilon \lvert E(\alpha) \rvert)}}
\]
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Corollary 5.4.11. If \( \alpha \in \mathcal{L} \) is not a trivial shape and not a spider, then w.h.p.

\[
\frac{1}{n|E(\alpha)|/2} \|M_\alpha\| \leq \frac{1}{n^{\Omega(\varepsilon|E(\alpha)|)}}
\]

Proof. Using the norm bounds in Lemma 5.6.3, we have

\[
\|M_\alpha\| \leq 2 \cdot (|V(\alpha)| \cdot (1 + |E(\alpha)|) \cdot \log(n))^{C \cdot (|V_{rel}(\alpha)| + |E(\alpha)|)} \cdot n^\eta w(V(\alpha)) - w(S_{\min}) + w(W_{iso})
\]

We have \( W_{iso} = \emptyset \). Observe that since there are no degree 0 vertices in \( V_{rel}(\alpha) \), we have that \( |V_{rel}(\alpha)| \leq 2|E(\alpha)| \) and since we also have \( |V(\alpha)| \cdot (1 + |E(\alpha)|) \cdot \log n \leq n^{O(\tau)} \), the factor \( 2 \cdot (|V(\alpha)| \cdot (1 + |E(\alpha)|) \cdot \log(n))^{C \cdot (|V_{rel}(\alpha)| + |E(\alpha)|)} \) can be absorbed into \( \frac{1}{n^{\Omega(\varepsilon|E(\alpha)|)}} \). The result follows from Lemma 5.4.7.

This says that nontrivial non-spider shapes have \( o_n(1) \) norm (ignoring the extra factor \( \eta \) for the moment). We now demonstrate how to use this norm bound to control the total norm of all non-spiders in a block of \( \mathcal{M} \), Corollary 5.4.14. We will first need a couple propositions which will also be of use to us later after we kill the spiders.

Proposition 5.4.12. The number of proper shapes with at most \( L \) vertices and exactly \( k \) edges is at most \( L^8(k+1) \).

Proof. The following process captures all shapes (though many will be constructed multiple times):

- Choose the number of square and circle variables in each of the four sets \( U \cap V, U \setminus (U \cap V), V \setminus (U \cap V), W \). This contributes a factor of \( L^8 \).

- Place each edge between two of the vertices. This contributes a factor of \( L^{2k} \).

\[\]
Proof. (Gaussian setting) Recall that the coefficients \( \lambda_\alpha \) are either zero or are defined by the formula
\[
\lambda_\alpha = \eta^{|U_\alpha| + |V_\alpha|} \cdot \left( \prod_{\ominus \in V(\alpha)} h_{\deg(\ominus)}(1) \right) \cdot \frac{1}{n\|E(\alpha)\|^2} \cdot \frac{1}{\alpha!}
\]

The sequence \( h_k(1) \) satisfies the recurrence \( h_0(1) = h_1(1) = 1, \quad h_{k+1}(1) = h_k(1) - kh_k(1) \). We can prove by induction that \( |h_k(1)| \leq k^k \) and hence,
\[
\prod_{\ominus \in V(\alpha)} \left| h_{\deg(\ominus)}(1) \right| \leq \prod_{\ominus \in V(\alpha)} (\deg(\ominus))^{\deg(\ominus)} \leq |E(\alpha)||E(\alpha)|.
\]

(Boolean setting) In the boolean setting the coefficients \( \lambda_\alpha \) are defined by
\[
\lambda_\alpha = \eta^{|U_\alpha| + |V_\alpha|} \cdot \left( \prod_{\ominus \in V(\alpha)} e(\deg(\ominus)) \right)
\]

Using Corollary 5.6.16, we have that \( |e(k)| \leq k^{3k} \cdot n^{-k/2} \). Thus,
\[
|\lambda_\alpha| = \eta^{|U_\alpha| + |V_\alpha|} \cdot \prod_{\ominus \in V(\alpha)} |e(\deg(\ominus))| \leq \eta^{|U_\alpha| + |V_\alpha|} \cdot \frac{|E(\alpha)|^3|E(\alpha)|}{n\|E(\alpha)\|^2}.
\]

Corollary 5.4.14. For \( k, l \in \{0, 1, \ldots, D/2\} \), let \( B_{k,l} \subseteq \mathcal{L} \) denote the set of nontrivial, non-spiders \( \alpha \in \mathcal{L} \) on the \((k, l)\) block i.e. \( |U_\alpha| = k, |V_\alpha| = l \). The total norm of the non-spiders in \( B_{k,l} \) satisfies
\[
\sum_{\alpha \in B_{k,l}} |\lambda_\alpha| \cdot \|M_\alpha\| = \eta^{k+l} \cdot \frac{1}{n\Omega(\varepsilon)}
\]
Proof.

\[
\sum_{\alpha \in B_{k,l}} |\lambda_\alpha| \|M_\alpha\| \leq \sum_{\alpha \in B_{k,l}} \eta^{k+l} \cdot \frac{|E(\alpha)| |E(\alpha)|}{\eta|E(\alpha)|/2} \|M_\alpha\| \quad \text{(Proposition 5.4.13)}
\]

\[
\leq \eta^{k+l} \cdot \sum_{\alpha \in B_{k,l}} \left( \frac{|E(\alpha)|^3}{\eta \Omega(\varepsilon)} \right) |E(\alpha)| \quad \text{(Corollary 5.4.11)}
\]

\[
\leq \eta^{k+l} \cdot \sum_{\alpha \in B_{k,l}} \left( \frac{n^{3\tau}}{\eta \Omega(\varepsilon)} \right) |E(\alpha)| \quad (\alpha \in \mathcal{L})
\]

\[
\leq \eta^{k+l} \cdot \sum_{\alpha \in B_{k,l}} \frac{1}{\eta \Omega(\varepsilon |E(\alpha)|)}
\]

\[
\leq \eta^{k+l} \cdot \sum_{i=1}^{\infty} \frac{n^{O(\tau i)}}{\eta^{\Omega(\varepsilon i)}}
\]

\[
= \eta^{k+l} \cdot \frac{1}{\eta^{\Omega(\varepsilon)}}
\]

where the last inequality used Proposition 5.4.12 and the fact \(|E(\alpha)| \geq 1\) for \(\alpha \in B_{k,l}\).

5.4.2 Killing a single spider

We saw in the Proof Strategy section that the shape \(2\beta_1 + \frac{1}{n} \beta_2\) lies in the nullspace of a moment matrix which satisfies the constraints \(\langle v, du \rangle^2 = 1\). The shape \(\beta_1\) is exactly the kind of substructure that appears in a spider! Therefore it is natural to hope that if \(\alpha\) is a left spider, then \(M_{fix}M_\alpha = 0\). This doesn’t quite hold because \(\langle v, du \rangle^2\) is “missing” some terms: in realizations of \(\alpha\), the end vertices are required to be distinct from the other squares in \(\alpha\), which prevents terms for all pairs \(i, j\) from appearing in the product \(M_{fix}M_\alpha\). There are smaller “intersection terms” (which we call collapses of \(\alpha\)) that we can add so that the end vertices are permitted to take on all pairs \(i, j\). After adding in these terms, we will produce a matrix \(L\) with \(M_{fix}L = 0\).

We first define what it means to collapse a shape into another shape by merging two
vertices. Here, we only define it for merging two square vertices, since these are the only kind of merges that will happen in our analysis of intersection terms.

**Definition 5.4.15** (Improper collapse). Let \( \alpha \) be a shape and let \([i, j]\) be two distinct square vertices in \(V(\alpha)\). We define the improper collapse of \([i, j]\) by:

- Remove \([i, j]\) from \(V(\alpha)\) and replace them by a single new vertex \(k\).
- Replace each edge \([i, u]\) and \([j, u]\), if present, by \([k, u]\), keeping the same labels (note that there may be multiedges and so the new shape may not be proper).
- Set \(U(k) = U(i) + U(j) (\mod 2)\) and \(V(k) = V(i) + V(j) (\mod 2)\).

Improper collapses have parallel edges, but we can convert them back to a sum of proper shapes. This is done by, for each set of parallel edges, expanding the product of Fourier characters in the Fourier basis. For example, two parallel edges with label 1 should be expanded as

\[
h_1(z)^2 = (z^2 - 1) + 1 = h_2(z) + h_0(z)
\]

**Definition 5.4.16** (Collapsing a shape). Let \( \alpha \) be a shape with two distinct square vertices \([i, j]\). We say that \( \beta \) is a (proper) collapse of \([i, j]\) if \( \beta \) appears in the expansion of the improper collapse of \([i, j]\).

**Remark 5.4.17.** If \( l_1, \ldots, l_k \) are the labels of a set of parallel edges, then the product \( h_{l_1}(z) \cdots h_{l_k}(z) \) is even/odd depending on the parity of \( l_1 + \cdots + l_k \). Thus the nonzero Fourier coefficients will be the terms of matching parity. Therefore, in both the boolean and Gaussian cases, the shapes that are proper collapses of a given improper collapse are formed by replacing each set of parallel edges by a single edge \( e \) such that \( l(e) \leq l_1 + \cdots + l_k \) and \( l(e) \equiv l_1 + \cdots + l_k (\mod 2) \).
Remark 5.4.18. Looking at the definition and in light of the previous remark, we have the following.

1. The number of circle vertices does not change by collapsing a shape but the number of square vertices decreases by 1.

2. $\alpha \in L$ has the property that the vertices have odd degree if and only if they are in $(U_\alpha \cup V_\alpha) \setminus (U_\alpha \cap V_\alpha)$. When $\alpha$ collapses, this property is preserved.

We now define the desired shapes $L_k$ which lie in the null space of $M_{fix}$.

Definition 5.4.19. For $k \geq 2$ define the shape $\ell_k$ on $\{1, \ldots, k, 1\}$ with two edges $\{\{1, 1\}, \{2, 1\}\}$. The left side of $\ell_k$ consists of $U_{\ell_k} = \{1, \ldots, k\}$. The right side consists of $V_{\ell_k} = \{3, \ldots, k, 1\}$.

Definition 5.4.20. Define the “completed” version $L_k$ of $\ell_k$ to be the matrix which is the sum of $c_\beta M_\beta$ for $\beta$ being the following shapes with coefficients:

- $(L_{k,1})$: $\ell_k$, with coefficient 2.
- $(L_{k,2})$: If $k \geq 3$, collapse $1$ and $3$ in $\ell_k$ with coefficient $\frac{2}{n}$.
- $(L_{k,3})$: If $k \geq 4$, collapse $1$ and $3$, and collapse $2$ and $4$ in $\ell_k$ with coefficient $\frac{2}{n^2}$.
- $(L_{k,4})$: Collapse $1$ and $3$, replacing the edges by an edge with label 2, with coefficient $\frac{1}{n}$.
- $(L_{k,5})$: If $k \geq 3$, collapse $1$, $2$, and $3$, replacing the edges by an edge with label 2, with coefficient $\frac{1}{n}$.

For a pictorial representation of the ribbons/shapes, see Fig. 5.7 below.

Lemma 5.4.21. $M_{fix}L_k = 0$
Proof. These shapes are constructed so that if we fix a partial realization of the vertices \( \circ \) and \( \square \ldots, \square \) as \( \circ \in C_m \) and \( S \in \binom{S_n}{k-2} \), the squares \( \square \) and \( \square \) can still be realized as any \( j_1, j_2 \in [n] \). That is, exactly the following equality holds,

\[
(M_{fix} L_k)_{I} = \sum_{\circ \in C_m, S \in \binom{S_n}{k-2}} \left( \sum_{j_1, j_2 \in [n]: \ j_1 \neq j_2} \overline{\mathbb{E}}[v^I v^S v_{j_1} v_{j_2}] d_{u_{j_1}} d_{u_{j_2}} + \sum_{j_1 \in [n]} \overline{\mathbb{E}}[v^I v^S v_{j_1}^2] (d_{u_{j_1}}^2 - 1) \right)
\]

\[
= \sum_{\circ \in C_m, S \in \binom{S_n}{k-2}} \overline{\mathbb{E}}[v^I v^S (v, d_u)^2 - 1)]
\]

\[
= 0
\]

To demonstrate how the coefficients arise, we analyze the ribbons \( R \) which \( L_k \) is composed of and see how they contribute to the output. For pictures of the ribbons/shapes, see Fig. 5.7 below. Let the ribbon be partially realized as \( \overline{\circ} \) and \( S = \{ \square, \ldots, \square \} \). Let \((M_{fix} L_k)_{I (u, S)}\) denote the terms in \((M_{fix} L_k)_{I}\) with this partial realization. In this notation we want to show

\[
(M_{fix} L_k)_{I (u, S)} = \sum_{j_1, j_2 \in [n]: \ j_1 \neq j_2} \overline{\mathbb{E}}[v^I v^S v_{j_1} v_{j_2}] d_{u_{j_1}} d_{u_{j_2}} + \sum_{j_1 \in [n]} \overline{\mathbb{E}}[v^I v^S v_{j_1}^2] (d_{u_{j_1}}^2 - 1)
\]

1. If we take a ribbon \( R \) with \( A_R = \{ \square, \ldots, \square \} \), \( B_R = \{ \square, \ldots, \square \} \cup \{ \overline{\circ} \} \) and \( E(R) = \{ \{ \square, \overline{\circ} \}, \{ \square, \overline{\circ} \} \} \) where \( j_1 \neq j_2 \) and \( j_1, j_2 \notin S \) then

\[
(M_{fix} M_R)_{I (u, S)} = \overline{\mathbb{E}}[v^I v^S v_{j_1} v_{j_2}] d_{u_{j_1}} d_{u_{j_2}}.
\]

This ribbon must “cover” both ordered pairs \((j_1, j_2)\) and \((j_2, j_1)\), so we want each such ribbon \( R \) to appear with a coefficient of 2 in \( L_k \).
Figure 5.7: The five shapes that make up $L_4$.

2. If we take a ribbon $R$ with $A_R = \{j_1, \ldots, j_k\} \setminus \{j_1, j_2\}$, $B_R = \{j_3, \ldots, j_k\} \cup \{\oplus\}$ and $E(R) = \{\{j_1, \oplus\}, \{j_2, \oplus\}\}$ where $j_1 = j_3 \in S$ then

$$(\mathcal{M}_{fix} M_R)_{I(u,S)} = \frac{2}{n} \mathbb{E}[v^I v^S \setminus \{j_3\} v_{j_2}] d_{u,j_3} d_{u,j_2} = \frac{n}{2} \mathbb{E}[v^I v^S v_{j_1} v_{j_2}] d_{u,j_1} d_{u,j_2}. $$

Taking a coefficient of $\frac{2}{n}$ in $L_k$ covers the two pairs $(j_1, j_2)$ and $(j_2, j_1)$ for this case of overlap with $S$.

3. If we take a ribbon $R$ with $A_R = \{j_1, \ldots, j_k\} \setminus \{j_2, j_3, j_4\}$, $B_R = \{j_4, \ldots, j_k\} \cup \{\oplus\}$ and $E(R) = \{\{j_3, \oplus\}, \{j_4, \oplus\}\}$ where $j_1 = j_3 \in S$ and $j_2 = j_4 \in S$ then

$$(\mathcal{M}_{fix} M_R)_{I(u,S)} = \frac{1}{n} \mathbb{E}[v^I v^S \setminus \{j_3, j_4\}] d_{u,j_3} d_{u,j_4} = \frac{n^2}{2} \mathbb{E}[v^I v^S v_{j_1} v_{j_2}] d_{u,j_1} d_{u,j_2}. $$

Taking a coefficient of $\frac{2}{n^2}$ in $L_k$ covers the two pairs $(j_1, j_2)$ and $(j_2, j_1)$ for this case.
of overlap with $S$.

4. If we take a ribbon $R$ with $A_R = \{j_1, \ldots, j_k\} \setminus \{j_1, j_2\}, B_R = \{j_3, \ldots, j_k\} \cup \{\circ\}$ and $E(R) = \{(\square, \ominus)\}_2$ where $j_1 = j_2 \notin S$ then

$$(M_{fix} M_R)_{I(u,S)} = \mathbb{E}[v_I v_S](d_{u,j_1} - 1) = n \mathbb{E}[v_I v_S v_{j_1}^2](d_{u,j_1}^2 - 1).$$

Taking a coefficient of $\frac{1}{n}$ in $L_k$ covers these terms.

5. If we take a ribbon $R$ with $A_R = \{j_1, \ldots, j_k\} \setminus \{j_1, j_2\}, B_R = \{j_3, \ldots, j_k\} \cup \{\circ\}$ and $E(R) = \{(\square, \ominus)\}_2$ where $j_1 = j_2 = j_3 \in S$ then

$$(M_{fix} M_R)_{I(u,S)} = \mathbb{E}[v_I v_S](d_{u,j_3} - 1) = n \mathbb{E}[v_I v_S v_{j_1}^2](d_{u,j_1}^2 - 1).$$

Taking a coefficient of $\frac{1}{n}$ in $L_k$ covers these terms.

One of the key facts about graph matrices is that multiplication of graph matrices approximately equals a new graph matrix, $M_\alpha \cdot M_\beta \approx M_\gamma$, where $\gamma$ is the result of gluing $V_\alpha$ with $U_\beta$ (and if $V_\alpha, U_\beta$ do not have the same number of vertices of each type, the product is zero). The error terms in the approximation are intersection terms (collapses) between the variables in $\alpha$ and $\beta$.

**Definition 5.4.22.** Say that shapes $\alpha$ and $\beta$ are composable if $V_\alpha$ and $U_\beta$ have the same number of square and circle vertices. We say a shape $\gamma$ is a gluing of $\alpha$ and $\beta$, if the graph of $\gamma$ is the disjoint union of the graphs of $\alpha$ and $\beta$, followed by identifying $V_\alpha$ and $U_\beta$ under some type-preserving bijection, and if $U_\gamma = U_\alpha$ and $V_\gamma = V_\beta$.

**Proposition 5.4.23.** Let $\alpha, \beta$ be composable shapes. Assume that $V(\alpha) \setminus V_\alpha$ has only square vertices. Let $\{\gamma_i\}$ be the distinct gluings of $\alpha$ and $\beta$, and let $\mathcal{I}$ be the set of improper collapses
of any number of squares (possibly zero) in \( V(\alpha) \setminus V_\alpha \) with distinct squares in \( V(\beta) \setminus U_\beta \) in any gluing \( \gamma_i \). Then there are coefficients \( c_\gamma \) for \( \gamma \in \tilde{\mathcal{I}} \) such that

\[
M_\alpha \cdot M_\beta = \sum_{\gamma \in \tilde{\mathcal{I}}} c_\gamma M_\gamma.
\]

Furthermore, the coefficients satisfy \( |c_\gamma| \leq 2^{|V(\alpha)\setminus V_\alpha|} |V(\gamma)| |V(\alpha)\setminus U_\alpha| \).

Proof. The product \( M_\alpha \cdot M_\beta \) is a matrix which is a symmetric function of the inputs \((d_1, \ldots, d_m)\), the space of which is spanned by the \( M_\gamma \) over all possible shapes \( \gamma \) (not restricted to \( \tilde{\mathcal{I}} \)), so there exist coefficients \( c_\gamma \) if we allow all shapes \( \gamma \). We need to check that \( M_\alpha \cdot M_\beta \) actually lies in the span of shapes in \( \tilde{\mathcal{I}} \) by showing that all ribbons in \( M_\alpha \cdot M_\beta \) have shapes in \( \tilde{\mathcal{I}} \). Expanding the definition,

\[
M_\alpha \cdot M_\beta = \left( \sum_{R \text{ is a ribbon of shape } \alpha} M_R \right) \left( \sum_{S \text{ is a ribbon of shape } \beta} M_S \right) = \sum_{R \text{ is a ribbon of shape } \alpha, S \text{ is a ribbon of shape } \beta} M_R M_S.
\]

In order for \( M_R M_S \) to be nonzero, we require \( B_R = A_S \) as sets; \( R \) may assign the labels arbitrarily inside \( B_R \), resulting in different gluings of \( \alpha \) and \( \beta \). Fix \( R \) and \( S \), and let \( \gamma \) be the corresponding gluing of \( \alpha \) and \( \beta \) for this \( R \) and \( S \).

The matrix \( M_R M_S \) has one nonzero entry; we claim that it is a Fourier character for a ribbon \( T \) which is a collapse of \( \gamma \). The labels of \( R \) outside of \( B_R \) can possibly overlap with the labels of \( S \) outside of \( A_S \), and naturally the shape of \( T \) is the result of collapsing vertices in \( \gamma \) with the same label.

To bound the coefficients \( c_\gamma \) that appear, it suffices to bound the coefficient on a ribbon \( M_T \), which is bounded by the number of contributing ribbons \( R, S \), where we say ribbons \( R \) of shape \( \alpha \) and \( S \) of shape \( \beta \) contribute to \( T \) if \( M_R M_S = M_T \). From \( T \), we can completely recover the sets \( A_R \) and \( B_S \). The labels of \( V(R) \setminus A_R \) must be among the labels of \( T \); choose them in at most \( |V(\gamma)| |V(\alpha)\setminus U_\alpha| \) ways. This also determines \( B_R = A_S \). All that remains is to determine the graph structure of \( S \). Since improper collapsing doesn’t lose any edges,
knowing the labels of $R$ we know exactly which edges of $T$ must come from $R$ and $S$. The vertices $V(T) \setminus V(R)$ must come from $S$, as must $B_R$; pick a subset of $V(R) \setminus B_R$ to include in $2^{|V(\alpha)\setminus V_\alpha|}$ ways.

Let $\alpha$ be a left spider with end vertices $\square \, \square$ which are adjacent to a circle $\circ$. Recall that our goal is to argue that $\mathcal{M} M_\alpha \approx 0$. To get there, we can try and factor $M_\alpha$ across the vertex separator $S = U_\alpha \cup \{\circ\} \setminus \{\square, \square\}$ which separates $\alpha$ into

$$M_\alpha \approx L_{|U_\alpha|} \cdot M_{\text{body}(\alpha)}$$

where we have defined,

**Definition 5.4.24.** Let $\alpha$ be a left spider with end vertices $\square \, \square$. Define $\text{body}(\alpha)$ as the shape whose graph is $\alpha$ with $\square$ and $\square$ deleted and with $U_{\text{body}(\alpha)} = U_\alpha \cup \{\circ\} \setminus \{\square, \square\}$, $V_{\text{body}(\alpha)} = V_\alpha$. The definition is analogous for right spiders.

Due to Lemma 5.4.21, the right-hand side of the approximation is in the null space of $\mathcal{M}$. We now formalize this approximate factorization.

**Definition 5.4.25.** Let $\alpha$ be a spider with end vertices $\square \, \square$. Define $\tilde{T}_\alpha$ to be the set of shapes that can be obtained from $\alpha$ by performing at least one of the following steps:

- Improperly collapse $\square$ with a square vertex in $\alpha$
- Improperly collapse $\square$ with a square vertex in $\alpha$

Let $\mathcal{I}_\alpha$ be the set of proper shapes that can be obtained via the same process but using proper collapses.

In the above definition, we allow $\square \, \square$ to collapse with two distinct squares, or to collapse together, or to both collapse with a common third vertex. For technical reasons we need to work with a refinement of $\mathcal{I}_\alpha$ into two sets of shapes and use tighter bounds on coefficients of one set.
Definition 5.4.26. Let \( \mathcal{I}_\alpha^{(1)} \) be the set of shapes that can be obtained from \( \alpha \) by performing at least one of the following steps:

- Collapse \( \square \) with a square vertex in \( \text{body}(\alpha) \setminus U_\alpha \)
- Collapse \( \sqcap \) with a square vertex in \( \text{body}(\alpha) \setminus U_\alpha \) (distinct from \( \square \)’s collapse if it happened)

Let \( \mathcal{I}_\alpha^{(2)} := \mathcal{I}_\alpha \setminus \mathcal{I}_\alpha^{(1)} \) and define the improper versions \( \tilde{\mathcal{I}}_\alpha^{(1)}, \tilde{\mathcal{I}}_\alpha^{(2)} \) analogously.

Lemma 5.4.27. Let \( \alpha \) be a left spider with end vertices \( \square, \sqcap \). There are coefficients \( c_\beta \) for \( \beta \in \tilde{\mathcal{I}}_\alpha \) such that

\[
L_{|U_\alpha|} \cdot M_{\text{body}(\alpha)} = 2M_\alpha + \sum_{\beta \in \tilde{\mathcal{I}}_\alpha} c_\beta M_\beta,
\]

\[
|c_\beta| \leq \begin{cases} 
40 |V(\alpha)|^3 & \beta \in \tilde{\mathcal{I}}_\alpha^{(1)} \\
\frac{40|V(\alpha)|^3}{n} & \beta \in \tilde{\mathcal{I}}_\alpha^{(2)}.
\end{cases}
\]

Proof. First, we can check that the coefficient of \( M_\alpha \) is 2. Only the \( \ell_k \) term of \( L_k \) has the full number of squares, and it has a factor of 2 in \( L_k \).

The shapes in \( \tilde{\mathcal{I}}_\alpha \) are definitionally the intersection terms that appear in this graph matrix product, and furthermore the shapes in \( \tilde{\mathcal{I}}_\alpha \) are definitionally the intersection terms for the \( \ell_k \) term. Using Proposition 5.4.23, for each of the five shapes in \( L_{|U_\alpha|} \) the coefficient it contributes is bounded by \( 4|V(\alpha)|^3 \). The coefficient on \( \ell_k \) is 2, so the coefficients for \( \tilde{\mathcal{I}}_\alpha^{(1)} \) are at most \( 8|V(\alpha)|^3 \). The maximum coefficient of the other four shapes in \( L_{|U_\alpha|} \) is \( \frac{2}{n} \), so their total contribution to coefficients on \( \tilde{\mathcal{I}}_\alpha^{(2)} \) is at most \( \frac{32|V(\alpha)|^3}{n} \). 

We now want to turn our improper shapes into proper ones from \( \mathcal{I}_\alpha \). Unfortunately it is not quite true that to expand an improper shape, one can just expand each edge individually (though this is true for improper ribbons). There is an additional difficulty that arises due to ribbon symmetries. To see the difficulty, consider the example given in Fig. 5.8 below.
Figure 5.8: A surprising equality of graph matrices.

One would expect both coefficients on the right shapes to be 1 since $h_1(z)^2 = h_2(z) + h_0(z)$. However, in the left shape, the two circles are distinguishable, hence summing over all ribbons includes one with $w_1 = i, w_2 = j$ and a second with $w_1 = j, w_2 = i$. On the top right shape, the circles are indistinguishable, hence the graph/ribbon where the circles are assigned $\{i, j\}$ is counted twice. On the bottom right shape, the circles are distinguishable, so all ribbons are summed once. To bound the new coefficients, we use the concept of shape automorphisms.

**Definition 5.4.28.** An automorphism of a shape $\alpha$ is a function $\varphi : V(\alpha) \to V(\alpha)$ that preserves the sets $U_\alpha, V_\alpha$ and is an automorphism of the underlying edge-labeled graph. Let $\text{Aut}(\alpha)$ denote the automorphism group of $\alpha$.

**Proposition 5.4.29.** Let $\alpha$ be an improper shape, and let $\mathcal{P}$ be the set of proper shapes that can be obtained by expanding $\alpha$. Then there are coefficients $|c_\gamma| \leq C_{\text{Fourier}} \cdot C_{\text{Aut}}$ such that

$$M_\alpha = \sum_{\gamma \in \mathcal{P}} c_\gamma M_\gamma$$

where $C_{\text{Fourier}}$ is a bound on the magnitude of Fourier coefficients in the expansion and
\[ C_{\text{Aut}} = \max_{\gamma \in P} \frac{\text{Aut}(\gamma)}{|\text{Aut}(\alpha)|}. \]

**Proof.** The number of realizations of a graph matrix giving a particular ribbon is exactly the number of automorphisms, therefore

\[ M_\alpha = \frac{1}{|\text{Aut}(\alpha)|} \sum_{\text{realizations } \sigma} M_{\sigma(\alpha)}. \]

Expand each improper ribbon \( M_{\sigma(\alpha)} \) into proper ribbons with coefficients at most \( C_{\text{Fourier}} \). Because the realizations of \( \alpha \) and any \( \gamma \) are the same, this exactly sums over all \( \gamma \) and all realizations of \( \gamma \). The Fourier coefficient on each realization of \( \gamma \) is the same; let it be \( c'_\gamma \) with \( |c'_\gamma| \leq C_{\text{Fourier}} \). Continuing,

\[
= \frac{1}{|\text{Aut}(\alpha)|} \sum_{\gamma \in P} c'_\gamma \sum_{\text{realizations } \sigma} M_{\sigma(\gamma)}
= \sum_{\gamma \in P} c'_\gamma \frac{|\text{Aut}(\gamma)|}{|\text{Aut}(\alpha)|} M_\gamma
\]

**Proposition 5.4.30.** Let \( l_1 \leq \cdots \leq l_k \in \mathbb{N} \) and let \( L = l_1 + \cdots + l_k \). Assume \( L \geq 1 \). In the Fourier expansion of \( h_{l_1}(z) \cdots h_{l_k}(z) \), the maximum coefficient is bounded in magnitude by \( (2L)^{L-l_k} \).

**Proof.** In the boolean case, the coefficient is 1. In the Gaussian case, the “linearization coefficient” of \( h_p(z) \) in this product is given by orthogonality to be

\[
\frac{\mathbb{E}_{z \sim \mathcal{N}(0,1)}[h_{l_1}(z) \cdots h_{l_k}(z) \cdot h_p(z)]}{\mathbb{E}_{z \sim \mathcal{N}(0,1)}[h_{l_1}^2(z)]} = \frac{\mathbb{E}_{z \sim \mathcal{N}(0,1)}[h_{l_1}(z) \cdots h_{l_k}(z) \cdot h_p(z)]}{p!}
\]

A formula from, e.g., [190, Example G (Continued)] shows that \( \mathbb{E}[h_{l_1} \cdots h_{l_k} \cdot h_p] \) equals the number of “block perfect matchings”: perfect matchings on \( l_1 + \cdots + l_k + p \) elements divided
into blocks of size $l_i$ or $p$ such that no two elements from the same block are matched. Bound the number of block perfect matchings by:

- Pick a partial function from blocks $l_1, \ldots, l_{k-1}$ to $[L]$ in at most $(L + 1)^{L-l_k}$ ways.
- If this forms a valid partial matching and there are $p$ unmatched elements remaining, match them with the elements from the block of size $p$ in $p!$ ways.

Therefore the coefficient is bounded by $(L + 1)^{L-l_k} \leq (2L)^{L-l_k}$.

**Proposition 5.4.31.** For a shape $\alpha$, let $\alpha \pm e$ denote the shape with edge $e$ added or deleted. Then

$$\frac{|\text{Aut}(\alpha \pm e)|}{|\text{Aut}(\alpha)|} \leq |V(\alpha)|^2.$$  

**Proof.** We show that the two groups have a large subgroup which are equal. Consider $\text{Aut}(\alpha \pm e)$ and $\text{Aut}(\alpha)$ as group actions on the set $\left(\frac{V(\alpha)}{2}\right)$. Letting $G^e$ denote the stabilizer of edge $e$, observe that $\text{Aut}(\alpha \pm e)^e = \text{Aut}(\alpha)^e$. By the orbit-stabilizer lemma, the index $|G : G^e|$ is equal to the size of the orbit of $e$, which is at least 1 and at most $|V(\alpha)|^2$. So,

$$\frac{|\text{Aut}(\alpha \pm e)|}{|\text{Aut}(\alpha)|} = \frac{|\text{Aut}(\alpha \pm e) : \text{Aut}(\alpha \pm e)^e|}{|\text{Aut}(\alpha) : \text{Aut}(\alpha)^e|} \leq |V(\alpha)|^2.$$  

**Lemma 5.4.32.** If $\alpha$ is a left spider, there are coefficients $c_\beta$ for each $\beta \in \mathcal{I}_\alpha$ such that

$$L_{|U_\alpha|} \cdot M_{\text{body}(\alpha)} = 2M_\alpha + \sum_{\beta \in \mathcal{I}_\alpha} c_\beta M_\beta.$$  

$$|c_\beta| \leq \begin{cases} 160 |V(\alpha)|^7 |E(\alpha)|^2 & \beta \in \mathcal{I}_\alpha^{(1)} \\ \frac{160|V(\alpha)|^7 |E(\alpha)|^2}{n} & \beta \in \mathcal{I}_\alpha^{(2)} \end{cases}.$$  

**Proof.** We express each $M_\beta, \beta \in \tilde{\mathcal{I}}_\alpha$ in Lemma 5.4.27 in terms of proper shapes. We apply Proposition 5.4.29 using the following bounds on $C_{\text{Fourier}}$ and $C_{\text{Aut}}$. The only improprieness in $\beta$ comes from collapsing (at most) the two end vertices, which have a single incident
edge each. Therefore the set of labels of any parallel edges is either \(\{1, k\}\) or \(\{1, 1, k\}\), for some \(k \leq |E(\alpha)|\). By Proposition 5.4.30, we have \(C_{\text{Fourier}} \leq 4 |E(\alpha)|^2\). There are at most two extra parallel edges in \(\beta\), so we have \(C_{\text{Aut}} \leq |V(\alpha)|^4\) using Proposition 5.4.31. Therefore the coefficients increase by at most \(C_{\text{Fourier}} \cdot C_{\text{Aut}} \leq 4 |E(\alpha)|^2 |V(\alpha)|^4\).

Corollary 5.4.33. If \(\alpha\) is a right spider, there are coefficients \(c_\beta\) with the same bounds given in Lemma 5.4.32 such that

\[
M_{\text{body}}(\alpha) \cdot L_{|U_\alpha|}^\top = 2M_\alpha + \sum_{\beta \in I_\alpha} c_\beta M_\beta.
\]

Corollary 5.4.34. If \(x \perp \text{Null}(M_{\text{fix}})\) and \(\alpha\) is a spider, then for some \(c_\beta\) with the same bounds given in Lemma 5.4.32,

\[
x^\top (M_\alpha - \sum_{\beta \in I_\alpha} c_\beta M_\beta)x = 0
\]

Proof. For a left spider, since

\[
M_{\text{fix}}(2M_\alpha + \sum_{\beta \in I_\alpha} c_\beta M_\beta) = M_{\text{fix}} \cdot L_{|U_\alpha|} \cdot M_{\alpha'} = 0
\]

we are in position to use Fact 5.2.1. For a right spider, the proof is analogous.

5.4.3 Killing all the spiders

The strategy is to start with the moment matrix \(M\) and apply Corollary 5.4.34 repeatedly until we end up with no spiders in our decomposition. For each spider, killing it via Corollary 5.4.34 leaves only intersection terms. Some of those intersection terms may themselves be smaller spiders, in which case we will apply the corollary again and again until only non-spiders remain. The difficulty during this procedure is to bound the total coefficient
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accumulated on each non-spider. To capture this process, we define the web of a spider $\alpha$, which will be a directed acyclic graph that will capture the spider killing process. For the sake of distinction, we will call the vertices of this graph “nodes”.

**Definition 5.4.35** (Web of $\alpha$). The web $W(\alpha)$ of a spider $\alpha$ is a rooted directed acyclic graph (DAG) whose nodes are shapes and whose root is $\alpha$. Each spider node $\gamma$ has edges to nodes $\beta$ for each shape $\beta \in \mathcal{I}_\gamma$. The non-spider nodes are leaves/sinks of the DAG.

**Remark 5.4.36.** The DAG structure arises because each shape in $\mathcal{I}_\gamma$ has strictly fewer square vertices than $\gamma$ for any spider $\gamma$. As a consequence, the height of a web $W(\alpha)$ is at most $|V(\alpha)|$.

Each node $\gamma$ of $W(\alpha)$ also has an associated value $v_\gamma$, which is defined by the following process:

- Initially, set $v_\alpha = 1$ and for all other $\gamma$, set $v_\gamma = 0$.
- Starting from the root and in topological order, each spider node $\gamma$ adds $v_\gamma c_\beta$ to $v_\beta$ for each child $\beta \in \mathcal{I}_\gamma$, where the $c_\beta$ are the coefficients from Corollary 5.4.34.

**Proposition 5.4.37.** If $x \perp \text{Null}(M_{fix})$, then

$$x^\top (M_\alpha - \sum_{\text{leaves } \gamma \text{ of } W(\alpha)} v_\gamma M_\gamma)x = 0.$$  

*Proof.* Start with the equation $x^\top M_\alpha x = x^\top v_\alpha M_\alpha x$. In each step, we take the topologically first spider $\gamma$, which in this case means the spider closest to the root of $W(\alpha)$, that is present in the right hand side of our equation and using Corollary 5.4.34, we replace $v_\gamma M_\gamma$ by $\sum_{\beta \in \text{children}(\gamma)} v_\gamma c_\beta M_\beta$. Precisely by the definition of the $v_\gamma$, this process ends with the equation

$$x^\top M_\alpha x = x^\top (\sum_{\text{leaves } \gamma \text{ of } W(\alpha)} v_\gamma M_\gamma)x.$$
Proposition 5.4.38. For any node \( \beta \) in \( W(\alpha) \), \(|\text{parents}(\beta)| \leq 4|V(\alpha)|^3 \cdot |E(\alpha)|^2\) where \( \text{parents}(\beta) \) is the set of nodes \( \gamma \) in \( W(\alpha) \) such that \( \beta \in I_\gamma \).

Proof. The following process covers all parent left spiders \( \gamma \) which could possibly collapse their end vertices to form \( \beta \). Starting from \( \gamma = \beta \),

- Pick a circle vertex $\bigodot \in V(\gamma)$ to be the neighbor of the end vertices.
- Pick a square vertex $\square \in V(\gamma)$ to be the collapse of the first end vertex. "Uncollapse" it by adding a new square to $U_\gamma$ with a single edge to $\bigodot$ with label 1. Flip the value of $U_\gamma(\square)$. Modify the label of $\{\square, \bigodot\}$ to any number up to $|E(\alpha)|$.
- Pick a square vertex $\bigotimes \in V(\gamma)$ to be the second end vertex. Optionally uncollapse it by adding a new square to $\gamma$ in the same way as above.

The process can be carried out in at most $|V(\alpha)|^3 |E(\alpha)| (|E(\alpha)| + 1) \leq 2|V(\alpha)|^3 |E(\alpha)|^2$ ways. We multiply by 2 to accommodate right spiders.

Proposition 5.4.39. Let \( p \) be a path in \( W(\alpha) \) with \#_1(p) type 1 edges and \#_2(p) type 2 edges. Then \( \#_1(p) \leq |E(\alpha)| + 2\#_2(p) \).

Proof. For a shape \( \gamma \), let \( S_\gamma \) be the set of square vertices in \( \gamma \). Then, \( S_\gamma \cap W_\gamma \) will be the set of middle vertices of \( \gamma \) which are squares. We claim that the quantity $|S_\gamma \cap W_\gamma| + |U_\gamma \setminus (U_\gamma \cap V_\gamma)| + |V_\gamma \setminus (U_\gamma \cap V_\gamma)|$ decreases during a collapse.

Fix a pair of consecutive shapes \((\gamma, \beta)\) which form a type 1 edge. Looking at the definition of \( I^{(1)}_\gamma \), each end vertex either collapses with (1) nothing, or (2) a vertex of \( W_\gamma \), or (3) a vertex from \( V_\gamma \setminus U_\gamma \) (if \( \gamma \) is a left spider; for a right spider, \( U_\gamma \setminus V_\gamma \)). Furthermore, case (2) or (3) must occur for at least one of the end vertices and also, they do not collapse together.
If case (2) occurs, then $|S_\beta \cap W_\beta| < |S_\gamma \cap W_\gamma|$ while $|U_\beta \setminus (U_\beta \cap V_\beta)| = |U_\gamma \setminus (U_\gamma \cap V_\gamma)|$ and $|V_\beta \setminus (U_\beta \cap V_\beta)| = |V_\gamma \setminus (U_\gamma \cap V_\gamma)|$. On the other hand, if case (3) occurs, then $W_\beta = W_\gamma$ while $|U_\beta \setminus (U_\beta \cap V_\beta)| < |U_\gamma \setminus (U_\gamma \cap V_\gamma)|$ and $|V_\beta \setminus (U_\beta \cap V_\beta)| < |V_\gamma \setminus (U_\gamma \cap V_\gamma)|$. In all cases, $|S_\beta \cap W_\beta| + |U_\beta \setminus (U_\beta \cap V_\beta)| + |V_\beta \setminus (U_\beta \cap V_\beta)| < |S_\gamma \cap W_\gamma| + |U_\gamma \setminus (U_\gamma \cap V_\gamma)| + |V_\gamma \setminus (U_\gamma \cap V_\gamma)|$ as desired.

Now we bound this expression for $\alpha$. From the definition of $L$, Definition 5.3.6, for spiders appearing in the pseudocalibration, the square vertices in $W_\alpha$, $U_\alpha \setminus (U_\alpha \cap V_\alpha)$ and $V_\alpha \setminus (U_\alpha \cap V_\alpha)$ have degree at least 1 and can only be connected to circle vertices. Therefore their number is bounded by $|E(\alpha)|$. Hence, initially $|S_\alpha \cap W_\alpha| + |U_\alpha \setminus (U_\alpha \cap V_\alpha)| + |V_\alpha \setminus (U_\alpha \cap V_\alpha)| \leq |E(\alpha)|$.

Finally, each type 2 edge in $p$ can only increase the quantity $|S_\gamma \cap W_\gamma| + |U_\gamma \setminus (U_\gamma \cap V_\gamma)| + |V_\gamma \setminus (U_\gamma \cap V_\gamma)|$ by at most 2. Therefore, we have the desired inequality $#_1(p) \leq |E(\alpha)| + 2#_2(p)$.

**Corollary 5.4.40.** $#_2(p) \geq \frac{|p|}{3} - \frac{|E(\alpha)|}{3}$.

**Proof.** Plug in $|p| = #_1(p) + #_2(p)$ and rearrange.

Finally, we can bound the accumulation on each non-spider by a term which only depends on the parameters of the spider $\alpha$.

**Lemma 5.4.41.** There are absolute constants $C_1, C_2$ so that for all leaves $\gamma$ of $W(\alpha)$,

$$|v_\gamma| \leq (C_1 \cdot |V(\alpha)| \cdot |E(\alpha)|)C_2|E(\alpha)|.$$

**Proof.** To bound $|v_\gamma|$ we will sum the contributions of all paths $p = (\beta_0 = \alpha, \ldots, \beta_r = \gamma)$ in $W(\alpha)$ starting from $\alpha$ and ending at $\gamma$. This path contributes a product of coefficients $c_\beta$ towards $v_\gamma$.

**Remark 5.4.42.** Here it is important that type 2 edges have stronger bounds on their coefficients $|c_\beta| \leq C \cdot (|V(\alpha)| |E(\alpha)|)^{O(1)}/n \ll 1$. 

179
Before we proceed with the proof we establish some convenient notation and recall some facts. For consecutive shapes $\beta_{i-1}, \beta_i$ (i.e., $\beta_i$ is a child of $\beta_{i-1}$), we denote by $c_{\beta_i}$ the coefficient from Corollary 5.4.34 applied on $\beta_{i-1}$. By Proposition 5.4.38, the in-degree of $W(\alpha)$ can be bounded as $B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2}$ for some constants $B_1, B_2$. Thus, the number of paths of length $r$ ending at $\gamma$ is at most $(B_1 |V(\alpha)||E(\alpha)|)^{B_2 r}$. Using Corollary 5.4.34, set $B_1, B_2$ large enough so that $c_{\beta_i}$ is at most $B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2}$ for a type 1 edge (resp. $B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2} / n$ for a type 2 edge).

$$|v_\gamma| \leq \sum_{r=0}^{\infty} \sum_{p=(\beta_0=\alpha, \ldots, \beta_r=\gamma)} \prod_{i=1}^{r} |c_{\beta_i}|$$

$$\leq \sum_{r=0}^{\infty} \sum_{p=(\beta_0=\alpha, \ldots, \beta_r=\gamma)} (B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2})^{\#_1(p)} (B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2} / n)^{\#_2(p)}$$

$$\leq \sum_{r=0}^{\infty} \sum_{p=(\beta_0=\alpha, \ldots, \beta_r=\gamma)} (B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2})^{\#_2(p)} (B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2} / n)^{\#_2(p)}$$

$$= \sum_{r=0}^{\infty} \sum_{p=(\beta_0=\alpha, \ldots, \beta_r=\gamma)} (B_1 \cdot (|V(\alpha)||E(\alpha)|)^{B_2})^{\#_2(p)} (B_1' \cdot (|V(\alpha)||E(\alpha)|)^{B_2'} / n)^{\#_2(p)}$$

for some constants $B_1', B_2'$ where the first inequality followed by Corollary 5.4.34 and the second inequality followed by Proposition 5.4.39. We split the above sum into two sums, $r \leq 3|E(\alpha)|$ and $r > 3|E(\alpha)|$. For $r \leq 3|E(\alpha)|$, upper bounding the $\#_2(p)$ term by 1 and upper bounding the number of paths by $(B_1 |V(\alpha)||E(\alpha)|)^{B_2 r}$ gives a bound of $(B_1'' |V(\alpha)||E(\alpha)|)^{B_2''|E(\alpha)|}$ for some constants $B_1'', B_2''$. For larger $r$, we lower bound $\#_2(p) \geq r/9 = |E(\alpha)| / 3$ using Corollary 5.4.40. Applying the same bound on the number of paths, the total contribution of the terms corresponding to larger $r$ is bounded by 1 using the power of $n$ in the denominator (assuming $\delta, \tau$ are small enough).

We define the result of all this spider killing to be a new matrix $M^+$. 

180
**Definition 5.4.43.** Define the matrix $M^+$ as the result of killing all the spiders,

$$M^+ := M - \sum_{\text{spiders } \alpha} \lambda_\alpha \left( M_\alpha - \sum_{\text{leaves } \gamma \text{ of } W(\alpha)} v_\gamma M_\gamma \right)$$

### 5.4.4 Finishing the proof

The final step of the proof is to argue that, after the spider killing process is completed, the newly created non-spider terms in $M^+$ also have small norm. Towards this, we would like to prove a statement similar to Corollary 5.4.11. In that proof, we used special structural properties of the non-spiders in $L$ to prove that non-spiders in the pseudocalibration were negligible. But now, the non-spiders in $M^+$ need not have the properties of $L$ – for instance, there could be circle vertices of degree 2 or isolated vertices. To handle the potentially larger norms, we will use that the coefficients of these new non-spider terms $\beta$ come with the coefficients $\lambda_\alpha$ of the spider terms $\alpha$ in whose web they lie. Since $\alpha$ has more vertices/edges than $\beta$, the power of $\frac{1}{n}$ in $\lambda_\alpha$ is larger than the “expected pseudocalibration” coefficient of $\eta |U_\beta| + |V_\beta| \cdot \frac{1}{n^{|E(\beta)|/2}}$. We prove that these extra factors of $\frac{1}{n}$ are enough to overpower isolated vertices or a smaller vertex separator using a careful charging argument.

**Lemma 5.4.44.** If $\beta$ is a nontrivial non-spider and $\beta \in W(\alpha)$ for some spider $\alpha \in L$, then

$$\eta |U_\alpha| + |V_\alpha| \cdot \frac{1}{n^{|E(\alpha)|/2}} \cdot n^{w(V(\beta)) - w(S_{\min}) + w(W_{\text{iso}})} \leq \eta |U_\beta| + |V_\beta| \cdot \frac{1}{n^{|E(\beta)|/2}}$$

where $S_{\min}$ and $W_{\text{iso}}$ are the minimum vertex separator of $\beta$ and the set of isolated vertices of $V(\beta) \setminus (U_\beta \cup V_\beta)$ respectively.

**Proof.** We start by giving the idea of the proof. Suppose we try to use the same distribution scheme as in the proof of Lemma 5.4.7. It doesn’t work for two reasons. Firstly, the circle vertices in $\beta$ still have even degree, which follows from Remark 5.4.18, but now, they could have degrees 0 or 2. For the previous distribution scheme to go through, we needed them
to have degree at least 4 which gave the necessary edge decay to handle the norm bounds. Secondly, the square vertices can now have degree 0 hence getting no decay from the edges.

The first issue is relatively easy to handle. Since $\beta$ was obtained by collapsing $\alpha$, the circle vertices of degrees 0 or 2 in $\beta$ must have had degree at least 4 in $\alpha$ to begin with. Hence, we can fix a particular sequence of collapses from $\alpha$ to $\beta$ and then assume for the sake of analysis that the removed edges are still present. In this case, the same charging argument as in Lemma 5.4.7 would go through. This is made formal by looking at the sequence of improper collapses of this chain of collapses.

To handle the second issue, let’s analyze more carefully how degree 0 square vertices appear. Fix a sequence of collapses from $\alpha$ to $\beta$ and consider a specific step where $\gamma$ collapsed to $\gamma'$ and a square vertex of degree 0 was formed. Let the two square vertices that collapsed in $\gamma$ be $[\square, \square]$ and let the square vertex of degree 0 that formed in $\gamma'$ be $[\square]$. In light of Remark 5.4.18, since $[\square]$ has degree 0, it must not be in $(U_{\gamma'} \cup V_{\gamma'}) \setminus (U_{\gamma'} \cap V_{\gamma'})$ and hence, $U_{\gamma'}([\square]) = V_{\gamma'}([\square]) = 0$ or $U_{\gamma'}([\square]) = V_{\gamma'}([\square]) = 1$. But in the latter case, this vertex does not contribute to norm bounds since it’s in $U_{\gamma'} \cap V_{\gamma'}$ so it can be safely disregarded. Note that it doesn’t have to stay in this set since future collapses might collapse this vertex, but this is not a problem as we can charge for this collapse if it happens.

So, assume we have $U_{\gamma'}([\square]) = V_{\gamma'}([\square]) = 0$. But by the definition of collapse, at least one of $[\square]$ or $[\square]$ must have been in $U_{\gamma} \setminus (U_{\gamma} \cap V_{\gamma})$ or $V_{\gamma} \setminus (U_{\gamma} \cap V_{\gamma})$. Also from the definition of collapse, we have $U_{\gamma'}([\square]) = U_{\gamma}([\square]) + U_{\gamma}([\square]) \pmod{2}$ and $V_{\gamma'}([\square]) = V_{\gamma}([\square]) + V_{\gamma}([\square]) \pmod{2}$. Putting these together, we immediately get that the only way this could have happened is if either $[\square, \square] \in U_{\gamma} \setminus (U_{\gamma} \cap V_{\gamma})$ or if $[\square, \square] \in V_{\gamma} \setminus (U_{\gamma} \cap V_{\gamma})$.

When such a collapse happens, observe that $|U_{\gamma}| + |V_{\gamma}| \geq |U_{\gamma'}| + |V_{\gamma'}| + 2$. This is precisely where the decay from our normalization factor $\eta = \frac{1}{\sqrt{n}}$ kicks in. This inequality means that an extra decay factor of $\eta^2 = \frac{1}{n}$ is available to us when we compare to the ”expected pseudocalibration” coefficient of $\beta$. We will use this factor to charge the new
square vertex of degree 0.

We now make these ideas formal.

Let \( Q = U_\beta \cap V_\beta, P = (U_\beta \cup V_\beta) \setminus Q \) and let \( P' \) be the set of degree 1 square vertices in \( \beta \) that are not in \( S_{\text{min}} \). Let \( s_0 \) be the number of degree 0 square vertices in \( V(\beta) \setminus Q \). All the square vertices outside \( P' \cup Q \cup S_{\text{min}} \) have degree at least 2, let there be \( s_{\geq 2} \) of them.

Because of parity constraints, Remark 5.4.18, and because there are no circle vertices in \( U_\beta \cup V_\beta \), all circle vertices have even degree in \( \beta \). Let \( c_0 \) be the number of degree 0 circle vertices in \( \beta \). Let \( c_2, c_{\geq 4} \) be the number of degree 2 circle vertices and the number of circle vertices of degree at least 4 in \( V(\beta) \setminus S_{\text{min}} \) respectively. Then, we have

\[
\frac{w(V(\beta)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{n} \leq n \frac{|P'| + s_{\geq 2} + (1.5 - \varepsilon)(c_2 + c_{\geq 4})}{2} \cdot n_s_0 + (1.5 - \varepsilon)c_0
\]

Using \( \eta = \frac{1}{\sqrt{n}} \), it suffices to show

\[
|E(\alpha)| + (|U_\alpha| + |V_\alpha| - |U_\beta| - |V_\beta|) \geq |P'| + s_{\geq 2} + (1.5 - \varepsilon)(c_2 + c_{\geq 4}) + 2s_0 + 2(1.5 - \varepsilon)c_0 + \Omega(\varepsilon |E(\alpha)|)
\]

There can be many ways to collapse \( \alpha \) to \( \beta \), fix any one. We first use a charging argument for the degree 0 square vertices.

**Lemma 5.4.45.** \( |U_\alpha| + |V_\alpha| - |U_\beta| - |V_\beta| \geq 2s_0 \)

*Proof.* In the collapse process, in each step, a vertex \( \square \in U_\gamma \setminus (U_\gamma \cap V_\gamma) \) or \( \square \in V_\gamma \setminus (U_\gamma \cap V_\gamma) \) of degree 1 in an intermediate shape \( \gamma \) collapses with another square vertex \( \square \). We have that \( |U_\gamma| + |V_\gamma| \) decreases precisely when \( \square \) collapses with \( \square \in U_\gamma \) (resp. \( \square \in V_\gamma \)). In either case, the quantity decreases by exactly 2 which we allocate to this new merged vertex. Each degree 0 square vertex in \( V(\beta) \setminus Q \) must have arisen from a collapse, and hence must have had at least an additive quantity of 2 allocated to it. This proves that \( |U_\alpha| + |V_\alpha| - |U_\beta| - |V_\beta| \geq 2s_0. \)
We will now prove a structural lemma.

**Lemma 5.4.46.** Any vertex \( u \) that has degree at least 2 in \( V(\beta) \setminus S_{\text{min}} \) is adjacent to at most 1 vertex of \( P' \).

**Proof.** Observe that \( u \) cannot be adjacent to 3 vertices in \( P' \) because otherwise, at least 2 of them would be in \( U_\beta \setminus Q \) or in \( V_\beta \setminus Q \) which means \( \beta \) would be a spider which is a contradiction. If \( u \) is adjacent to 2 vertices in \( P' \), then one of them is in \( U_\beta \setminus Q \) and the other is in \( V_\beta \setminus Q \) respectively. Since both of these vertices are not in \( S_{\text{min}} \), it follows that \( u \) is in \( S_{\text{min}} \) since there is no path from \( U_\beta \) to \( V_\beta \) that doesn’t pass through \( S_{\text{min}} \). This is a contradiction. Therefore, \( u \) is adjacent to at most 1 vertex in \( P' \). 

This lemma immediately implies \(|P'| \leq c_2 + c_{\geq 4} \).

To account for edges of \( \alpha \) that are not in \( \beta \), we let \( \tilde{\beta} \) be the result of improperly collapsing \( \alpha \) to \( \beta \); note that \(|E(\alpha)| = \left| E(\tilde{\beta}) \right| \). We call the edges that disappeared when properly collapsing “phantom” edges. Let \( \deg_{\beta}(\square) \) (resp. \( \deg_{\beta}(\odot) \)) denote the degree of vertex \( \square \) (resp. \( \odot \)) in \( \tilde{\beta} \). Observe that any circle vertex \( \odot \) in \( V(\beta) \) has \( \deg_{\beta}(\odot) \geq 4 \).

**Lemma 5.4.47.** \(|E(\alpha)| \geq |P'| + s_{\geq 2} + (1.5 - \varepsilon)(c_2 + c_{\geq 4}) + 2(1.5 - \varepsilon)c_0 + \Omega(\varepsilon |E(\alpha)|) \)

**Proof.** We will use the following charging scheme. Each edge of \( \beta \) incident on \( P' \) allocates 1 to the incident square vertex, which is in \( P' \). Every other edge of \( \beta \) allocates \( \frac{1}{2} \) to the incident square vertex and \( \frac{1}{2} - \frac{\varepsilon}{10} \) to the incident circle vertex. Each phantom edge allocates \( 1 - \frac{\varepsilon}{10} \) to the incident circle vertex \( \odot \). So, a total of \( \frac{\varepsilon}{10}(|E(\alpha)| - |P'|) \) has not been allocated.

All square vertices in \( P' \) have been allocated a value of 1. And observe that all square vertices of degree at least 2 in \( \beta \) have been allocated at least 1 from the incident edges of \( \beta \), for a total value of \( s_{\geq 2} \). So, the square vertices get a total allocation of at least \(|P'| + s_{\geq 2} \).
Consider any degree-0 circle vertex \( u \) in \( V(\beta) \). It must be incident to at least 4 phantom edges and hence, must be allocated at least a value of \( 4(1 - \frac{\varepsilon}{10}) > 2(1.5 - \varepsilon) \). Hence, the degree-0 circle vertices in \( V(\beta) \) have a total allocation of at least \( 2(1.5 - \varepsilon) c_0 \).

Suppose the degree of \( u \) in \( V(\beta) \) is 2. Then, it is incident on at least 2 phantom edges. By Lemma 5.4.46, it is also adjacent to at most one vertex of \( P' \) and so, must have been allocated a value of at least \( 2(1 - \varepsilon) + (\text{deg}_e(\beta)(u) - 3)(\frac{1}{2} - \varepsilon) \). This is at least \( 1.5 - \varepsilon + \frac{\varepsilon}{10} \).

Suppose the degree of \( u \) in \( V(\beta) \) is at least 4. By Lemma 5.4.46, it is adjacent to at most one vertex of \( P' \). Then it must have been allocated a value of at least \( (\text{deg}_e(\beta)(u) - 1)(\frac{1}{2} - \varepsilon) \).

Using \( \text{deg}_e(\beta)(u) \geq 4 \), this is at least \( 1.5 - \varepsilon + \frac{\varepsilon}{10} \).

This implies

\[
|E(\alpha)| \geq |P'| + s_{\geq 2} + 2(1.5 - \varepsilon) c_0 + (1.5 - \varepsilon + \frac{\varepsilon}{10})(c_2 + c_{\geq 4}) + \frac{\varepsilon}{10}(|E(\alpha)| - |P'|)
\]

Using \( |P'| \leq c_2 + c_{\geq 4} \) completes the proof.

Adding Lemma 5.4.45 and Lemma 5.4.47, we get the result.

**Corollary 5.4.48.** If \( \beta \) is a nontrivial non-spider and \( \beta \in W(\alpha) \) for some spider \( \alpha \in \mathcal{L} \), then

\[
\eta |U_\alpha| + |V_\alpha| \cdot \frac{1}{n|E(\alpha)|^{1/2}} \|M_\beta\| \leq \eta |U_\beta| + |V_\beta| \cdot \frac{1}{n\Omega(\varepsilon|E(\alpha)|)}
\]

**Proof.** From Lemma 5.6.3, we have

\[
\|M_\beta\| \leq 2 \cdot (|V(\beta)| \cdot (1 + |E(\beta)|) \cdot \log(n))^{C \cdot (|V_{rel}(\beta)| + |E(\beta)|)} \cdot n^{-\frac{w(V(\beta)) - w(S_{min}) + w(W_{iso})}{2}}
\]

We have \( |V(\beta)| \cdot (1 + |E(\beta)|) \cdot \log(n) \leq n^{O(\tau)} \). Also, \( |V_{rel}(\beta)| \leq 2(|E(\alpha)| + |E(\beta)|) \) since all the degree 0 vertices in \( V_{rel}(\beta) \) would have had vertices of \( V_{rel}(\alpha) \) collapse into it in the chain of collapses and there are no degree 0 vertices in \( V_{rel}(\alpha) \). Finally, since \( |E(\alpha)| \geq |E(\beta)| \), the factor \( 2 \cdot (|V(\beta)| \cdot (1 + |E(\beta)|) \cdot \log(n))^{C \cdot (|V_{rel}(\beta)| + |E(\beta)|)} \) can be absorbed into \( \frac{1}{n\Omega(\varepsilon|E(\alpha)|)} \).
The result follows from Lemma 5.4.44.

**Proposition 5.4.49.** If $\beta$ is a trivial shape, $\lambda^+_\beta = \lambda_\beta$.

**Proof.** A trivial shape cannot appear in $W(\alpha)$ for any $\alpha$, since every collapse of a spider always keeps its circle vertices around.

**Lemma 5.4.50.** For $k, l \in \{0, 1, \ldots, D/2\}$, let $B_{k,l}$ denote the set of nontrivial non-spiders on block $(k, l)$. Then

$$\sum_{\beta \in B_{k,l}} \left| \lambda^+_\beta \right| \| M_\beta \| \leq \eta^{k+l} \cdot \frac{1}{n^{\Omega(\varepsilon)}}$$

**Proof.**

$$\sum_{\beta \in B_{k,l}} \left\| \lambda^+_\beta M_\beta \right\| \leq \sum_{\beta \in B_{k,l}} \left| \lambda_\beta \right| \| M_\beta \| + \sum_{\beta \in B_{k,l} \text{ spiders } \alpha} \sum_{\beta \in W(\alpha)} \left| v_\beta \right| \left| \lambda_\alpha \right| \| M_\beta \|$$

To bound the first term, we checked previously in Corollary 5.4.14 that the total norm of nontrivial non-spiders appearing in the pseudocalibration (i.e. this term) is $\eta^{k+l} o_n(1)$. For the second term, via Lemma 5.4.41 we have a bound on the accumulations $v_\gamma$ of one spider on one non-spider, so it is at most

$$\leq \sum_{\beta \in B_{k,l} \text{ spiders } \alpha} \sum_{\beta \in W(\alpha)} \left( C_1 |V(\alpha)| \cdot |E(\alpha)| \right)^{C_2 |E(\alpha)|} \cdot \left| \lambda_\alpha \right| \| M_\beta \| .$$

Use the bound on the coefficients $|\lambda_\alpha|$, Proposition 5.4.13,

$$\leq \sum_{\beta \in B_{k,l} \text{ spiders } \alpha} \sum_{\beta \in W(\alpha)} \left( C_1 |V(\alpha)| \cdot |E(\alpha)| \right)^{C_2 |E(\alpha)|} \cdot \eta^{|U_\alpha|+|V_\alpha|} \cdot \left| \frac{E(\alpha)}{n |E(\alpha)|/2} \right|^3 \cdot \| M_\beta \|$$
Invoking the norm bound for non-spiders which are collapses, Corollary 5.4.48,

\[
\leq \eta^{k+l} \cdot \sum_{\beta \in B_{k,l}} \sum_{\alpha: \beta \in W(\alpha)} \left( \frac{C_1 |V(\alpha)| \cdot |E(\alpha)|}{n \Omega(\varepsilon)} \right) C_2^2 |E(\alpha)|
\]

Bound the sum over all spiders by the sum over all shapes. By Proposition 5.4.12, the number of shapes with \(i\) edges is \(n^{O(\tau(i+1))}\). Summing by the number of edges, observe that \(|E(\alpha)| \geq \max(|E(\beta)|, 2)\) since spiders always have at least 2 edges.

\[
\leq \eta^{k+l} \sum_{\beta \in B_{k,l}} \sum_{i=\max(|E(\beta)|,2)}^{\infty} n^{O(\tau(i+1))} \cdot \left( \frac{C_1 n^\tau \cdot n^\tau}{n \Omega(\varepsilon)} \right) C_2^2 i
\]

Corollary 5.4.51. For \(k \in \{0, \ldots, D/2\}\), the \((k, k)\) block of \(M^+\) has minimum singular value at least \(\eta^{2k}(1 - \frac{1}{n^{\Omega(\varepsilon)}})\), and for \(k, l \in \{0, \ldots, D/2\}, l \neq k\), the \((k, l)\) off-diagonal block has norm at most \(\eta^{k+l} \cdot \frac{1}{n^{\Omega(\varepsilon)}}\).

Proof. By Proposition 5.4.49 the identity matrix appears on the \((k, k)\) blocks with coefficient \(\eta^{2k}\). By construction, \(M^+\) has no spider shapes. By Lemma 5.4.50, the total norm of the non-spider shapes on the \((k, l)\) block is at most \(\eta^{k+l} \cdot \frac{1}{n^{\Omega(\varepsilon)}}\).

Theorem 5.4.52. W.h.p. \(M_{fix} \succeq 0\).

Proof. For any \(x \in \text{Null}(M_{fix})\), we of course have \(x^\top M_{fix} x = 0\). For any \(x \perp \text{Null}(M_{fix})\)
with $\|x\|_2 = 1$,

$$x^T \mathcal{M}_{f|x} x = x^T (\mathcal{M} + \mathcal{E}) x$$

$$= x^T \mathcal{M}^+ x + x^T \left( \sum_{\text{spiders } \alpha} \lambda_\alpha \left( \mathcal{M}_\alpha - \sum_{\text{leaves } \gamma \text{ of } W(\alpha)} v_\gamma M_\gamma \right) \right) x + x^T \mathcal{E} x$$

$$= x^T (\mathcal{M}^+ + \mathcal{E}) x$$

where the last equality follows from Proposition 5.4.37. Because the norm bound on $\mathcal{E}$ is significantly less than $\eta^D = n^{-n^\delta}$ (see [81]), the bound on the norm of each block of $\mathcal{M}^+$ in Corollary 5.4.51 also applies to the blocks of $\mathcal{M}^+ + \mathcal{E}$. Therefore, we use Lemma 5.4.2 to conclude $\mathcal{M}^+ + \mathcal{E} \succeq 0$ and the above expression is nonnegative.

5.5 Sherrington-Kirkpatrick Lower Bounds

Here, we prove Theorem 4.1.5 and Theorem 4.1.2.

Recall that in the Planted Boolean Vector problem, we wish to optimize

$$\text{OPT}(V) := \frac{1}{n} \max_{b \in \{\pm 1\}^n} b^T \Pi_V b,$$

where $V$ is a uniformly random $p$-dimensional subspace of $\mathbb{R}^n$.

**Theorem 4.1.5.** There exists a constant $c > 0$ such that, for all $\varepsilon > 0$ and $\delta \leq c \varepsilon$, for $p \geq n^{2/3 + \varepsilon}$, w.h.p. over $V$ there is a degree-$n^\delta$ SoS solution for Planted Boolean Vector of value 1.

**Proof.** We wish to produce an SoS solution $\widetilde{\mathcal{E}}$ on boolean variables $b_1, \ldots, b_n$ such that $\widetilde{\mathcal{E}}[b^T \Pi_V b] = n$. Instead of sampling a uniformly random $p$-dimensional subspace $V$ of $\mathbb{R}^n$, we first sample $d_1, \ldots, d_n$ i.i.d. $p$-dimensional Gaussian vectors from $\mathcal{N}(0, I)$, then form an $n$-by-$p$ matrix $A$ with rows $d_1, \ldots, d_n$, and finally take $V$ to be the span of the columns of
A. Since the columns of $A$ are isotropic i.i.d. random Gaussian vectors, we have that $V$ is a uniform $p$-dimensional subspace\(^5\) of $\mathbb{R}^n$.

We will consider $V$ as the input for the Planted Boolean Vector problem while the vectors $d_1, \ldots, d_n$ will be used to construct a pseudoexpectation operator for the Planted Affine Planes problem\(^6\). Since $n \leq p^{3/2-\Omega(\varepsilon)}$, by Theorem 4.1.4, for all $\delta \leq c \varepsilon$ for a constant $c > 0$, w.h.p., there exists a degree-$n^\delta$ pseudoexpectation operator $\mathbb{E}'$ on formal variables $v = (v_1, \ldots, v_p)$ such that $\mathbb{E}'[(v, d_u)^2] = 1$ for every $u \in [n]$.

Define $\mathbb{E}$ by $\mathbb{E}[b_u] := \mathbb{E}'[(v, d_u)]$ for all $u \in [n]$ and extending it to all polynomials on $\{b_u\}$ by multilinearity. This is well defined because $\mathbb{E}'[(v, d_u)^2] = 1$. Note that $\mathbb{E}$ is a valid pseudoexpectation operator of the same degree as $\mathbb{E}'$. Finally, observe that

$$\frac{1}{n} \mathbb{E}[b^\top \Pi V b] = \frac{1}{n} \mathbb{E}'[v^\top A^\top \Pi V A v] = \frac{1}{n} \mathbb{E}'[v^\top A^\top A v] = 1.$$\[\Box\]

Now we prove lower bounds for the Sherrington-Kirkpatrick problem, using a reduction and proof due to [151]. We include it here for completeness. Recall that the SK problem is to compute

$$\text{OPT}(W) := \max_{x \in \{\pm 1\}^n} x^\top W x,$$

where $W$ is sampled from GOE($n$).

**Theorem 4.1.2.** There exists a constant $\delta > 0$ such that, w.h.p. for $W \sim \text{GOE}(n)$, there is a degree-$n^\delta$ SoS solution for the Sherrington–Kirkpatrick problem with value at least $(2 - o_n(1)) \cdot n^{3/2}$.

We will use the following standard results from random matrix theory of GOE($n$).

---

5. Except for a zero measure event.

6. Note that the vectors $d_u$ are not “given” in the Planted Boolean Vector problem, though the construction of $\mathbb{E}$ is not required to be algorithmic in any sense anyway.
Fact 5.5.1. Let $\lambda_1 \geq \ldots \geq \lambda_n$ be the eigenvalues of $W \sim \text{GOE}(n)$ with corresponding normalized eigenvectors $w_1, \ldots, w_n$. Then,

1. For every $p \in [n]$, the span of $w_1, \ldots, w_p$ is a uniformly random $p$-dimensional subspace of $\mathbb{R}^n$ (see e.g. [162, Section 2]).

2. W.h.p., $\lambda_p^{0.67} \geq (2-o(1))\sqrt{n}$ (Corollary of Wigner’s semicircle law [212])

Proof of Theorem 4.1.2: Let $p = n^{0.67}$ and $W \sim \text{GOE}(n)$. Let $\lambda_1 \geq \ldots \geq \lambda_n$ be the eigenvalues of $W$ with corresponding orthonormal set of eigenvectors $w_1, \ldots, w_n$. By Fact 5.5.1, we have that $\lambda_p \geq (2-o(1))\sqrt{n}$ and that $w_1, \ldots, w_p$ span a uniformly random $p$-dimensional subspace $V$ of $\mathbb{R}^n$.

We consider $V$ as the input of the Boolean Planted Vector problem and by Theorem 4.1.5, for some constant $\delta > 0$, w.h.p. there exists a degree-$n^\delta$ pseudoexpectation operator $\widehat{E}$ such that $\widehat{E}[x_i^2] = 1$ and $\widehat{E}[\sum_{i=1}^p \langle x, w_i \rangle^2] = \widehat{E}[x^\top \Pi_V x] = n$. Now,

$$\widehat{E}[x^\top W x] = \widehat{E}[\sum_{i=1}^n \lambda_i \langle x, w_i \rangle^2]$$

$$\geq \lambda_p \widehat{E}[x^\top \Pi_V x] - |\lambda_n| \widehat{E}[\sum_{i=p+1}^n \langle x, w_i \rangle^2]$$

$$\geq (2-o(1))n^{3/2} - |\lambda_n| \widehat{E}[(x, x) - \sum_{i=1}^p \langle x, w_i \rangle^2]$$

$$= (2-o(1))n^{3/2}.$$ 

\[\square\]

Remark 5.5.2. Using the same proof as above, we can obtain Theorem 4.1.2 even if we were only able to prove SoS lower bounds for Planted Affine Planes for some $m = \omega(n)$. So, pushing the value of $m$ up to $n^{3/2-\varepsilon}$, which is Theorem 4.1.4, offers only a modest improvement.
5.6 Omitted technical details

5.6.1 Norm Bounds

The precise norm bounds we use come from applying the trace power method in [1], but qualitatively, the bounds from Chapter 2 also work. The paper [1] uses a slightly different definition of matrix index. They define a matrix index piece as a tuple of distinct elements from either $C_m$ or $S_n$ along with a fixed integer denoting multiplicity. A matrix index is then a set of matrix index pieces. Our graph matrix $M_\alpha$ appears as a submatrix of those matrices: for a given set of square vertices, order the squares in increasing order in a tuple, and assign it multiplicity 1. Hence the same norm bounds apply.

Boolean norm bounds:

**Lemma 5.6.1.** Let $V_{rel}(\alpha) := V(\alpha) \setminus (U_\alpha \cap V_\alpha)$. There is a universal constant $C$ such that the following norm bound holds for all proper shapes $\alpha$ w.h.p.:

$$||M_\alpha|| \leq 2 \cdot (|V(\alpha)| \cdot \log(n))^{C \cdot |V_{rel}(\alpha)|} \cdot n^{\frac{w(V(\alpha))-w(S_{\min})+w(W_{iso})}{2}}$$

**Proof.** From Corollary 8.13 of [1], with probability at least $1 - \varepsilon$ for a fixed shape $\alpha$,

$$||M_\alpha|| \leq 2 |V(\alpha)|^{V_{rel}(\alpha)} \cdot \left(6e \left[\frac{\log \left(\frac{n^{w(S_{\min})}}{\varepsilon} \right)}{6 |V_{rel}(\alpha)|} \right] \right)^{|V_{rel}(\alpha)|} \cdot n^{\frac{w(V(\alpha))-w(S_{\min})+w(W_{iso})}{2}}$$

Letting $N_k$ be the number of distinct shapes on $k$ vertices (either circles or squares), we apply the corollary with $\varepsilon = 1/(mn|V(\alpha)|)$. Union bounding, the failure probability across all shapes of size $k$ is at most $1/mn$, and since the number of vertices in a shape is at most $m + n \leq 2m$, we have a bound that holds with high probability for all shapes. It remains to simplify the exact bound.

**Proposition 5.6.2.** $N_k \leq 8^k2k^2$
Proof. The following process forms all shapes on \( k \) vertices: starting from \( k \) formal variables, assign each variable to be either a circle or a square, decide whether each variable is in \( U_{\alpha} \) and/or \( V_{\alpha} \), then among the \( k^2 \) variable pairs put any number of edges.

We also bound \( n^{w(S_{\text{min}})} \leq (mn)|V(\alpha)| \).

\[
\| M_{\alpha} \| \leq 2 |V(\alpha)|^{V_{\text{rel}}(\alpha)} \cdot \left( 6e^{\left( \frac{\log \left( n^{w(S_{\text{min}})} \cdot mnN|V(\alpha)| \right) \right)} \cdot \frac{V_{\text{rel}}(\alpha)}{6 |V_{\text{rel}}(\alpha)|} \cdot n^{\frac{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{2}} \right)
\]

\[
\leq 2 |V(\alpha)|^{V_{\text{rel}}(\alpha)} \cdot \left( 12e^{\log \left( n^{w(S_{\text{min}})} \cdot mnN|V(\alpha)| \right)} \cdot \frac{V_{\text{rel}}(\alpha)}{n^{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})} \cdot \frac{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{2}} \right)
\]

\[
\leq 2 |V(\alpha)|^{V_{\text{rel}}(\alpha)} \cdot \left( 12e^{\log \left( mn|V(\alpha)| \cdot mn \cdot S|V(\alpha)|^2 |V(\alpha)|^2 \right)} \right) \cdot \frac{V_{\text{rel}}(\alpha)}{n^{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})} \cdot \frac{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{2}} \right)
\]

\[
\leq 2 \cdot |V(\alpha)| \cdot \log(mn)^{V_{\text{rel}}(\alpha)} \cdot \frac{V_{\text{rel}}(\alpha)}{n^{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})} \cdot \frac{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{2}}
\]

Note that we now assume \( m \leq n^2 \).

We have the following norm bound for Hermite shapes. For a Hermite shape \( \alpha \), define the total size to be \( |U_{\alpha}| + |V_{\alpha}| + |W_{\alpha}| + |E(\alpha)| \).

Lemma 5.6.3. Let \( V_{\text{rel}}(\alpha) := V(\alpha) \setminus (U_{\alpha} \cap V_{\alpha}) \) as sets. There is a universal constant \( C \) such that the following norm bound holds for all proper shapes \( \alpha \) with total size at most \( n \) w.h.p.:

\[
\| M_{\alpha} \| \leq 2 \cdot (|V(\alpha)| \cdot (1 + |E(\alpha)|) \cdot \log(n))^{C \cdot (|V_{\text{rel}}(\alpha)| + |E(\alpha)|)} \cdot n^{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})} \cdot \frac{w(V(\alpha)) - w(S_{\text{min}}) + w(W_{\text{iso}})}{2}
\]

The proof performs the same calculation starting from [1, Corollary 8.15]. Note that in our notation, \( l(\alpha) = |E(\alpha)| \). There is a further difference which is that [1] uses normalized Hermite polynomials whereas we use unnormalized Hermite polynomials; this contributes the additional term \( \prod_{e \in E(\alpha)} l(e)! \leq (1 + |E(\alpha)|)^{|E(\alpha)|} \). We must replace Proposition 5.6.2 with the following:
**Proposition 5.6.4.** The number of Hermite shapes with total size $k$ is at most $k2^k(k + 1)^{2k+k^2}$.

**Proof.** Such a shape has at most $k$ distinct variable vertices. Each of these is either a circle or a square. Each variable can be in $U_\alpha$ with multiplicity between 0 and (at most) $k$, and also in $V_\alpha$ with multiplicity between 0 and $k$. The $k^2$ possible pairs of vertices can have edge multiplicity in $E(\alpha)$ between 0 and $k$. \hfill \blacksquare

### 5.6.2 Properties of $e(k)$

In this section, we establish some properties of the $e(k)$ used in the analysis. Recall that $e(k) = \mathbb{E}_{x \in S(\sqrt{n})} [x_1 \ldots x_k]$ where $S(\sqrt{n}) := \{x \in \{\pm 1\}^n \mid \sum_{i=1}^n x_i = \sqrt{n}\}$.

**Claim 5.6.5.** $e(2) = 0$.

**Proof.** Fix $y \in S(\sqrt{n})$. Note that $(\sum_{i=1}^n y_i)^2 = n$ implying $\sum_{i<j} y_i y_j = 0$. Using this fact, we get

$$
\mathbb{E}_{x \in S(\sqrt{n})} [x_1 x_2] = \mathbb{E}_{\sigma \in S_n} y_{\sigma(1)} y_{\sigma(2)} = 0,
$$

concluding the proof. \hfill \blacksquare

**Definition 5.6.6.** We say that a tuple $\lambda = (\lambda_1, \ldots, \lambda_k)$ of non-negative integers is a partition of $k$ provided $\sum_{i=1}^k \lambda_i = k$ and $\lambda_1 \geq \cdots \geq \lambda_k$. We use the notation $\lambda \vdash k$ to denote a partition of $k$. We refer to $\lambda_i$ as a row/part of $\lambda$.

In the following, we will dealing with polynomials that can be indexed by integer partitions. For this reason, we now fix a notation for partitions and some associated objects.

**Definition 5.6.7.** The transpose of partition $\lambda = (\lambda_1, \ldots, \lambda_k)$ is denoted $\lambda^t$ and defined as $\lambda_i^t = |\{j \in [k] \mid \lambda_j \geq i\}|$.

**Remark 5.6.8.** For a partition $\lambda \vdash k$, $\lambda_1^t$ is the number of rows/parts of $\lambda$.
Definition 5.6.9. The automorphism group of a partition $\text{Aut}(\lambda) \leq S_{\lambda_1}$ is the group generated by transpositions $(i, j)$ of rows $\lambda_i = \lambda_j$.

Remark 5.6.10. Let $\lambda \vdash k$ and $p_1(\lambda), \ldots, p_k(\lambda)$ be such that $p_i(\lambda) = |\{j \in [\lambda_1^t] \mid \lambda_j = i\}|$. Then $\text{Aut}(\lambda) \simeq S_{p_1} \times \cdots \times S_{p_k}$.

Lemma 5.6.11. We have

$$\sum_{\lambda_1 \cdots \lambda_k} \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)^{\lambda_1^t}}{|\text{Aut}(\lambda)|} \cdot \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_{\lambda_1^t}^1 \cdots x_{\lambda_k}^k \right] = n^{k/2}.$$

Proof. For $x \in S(\sqrt{n})$, we have $(\sum_{i=1}^n x_i)^k = n^{k/2}$. Then expanding $(\sum_{i=1}^n x_i)^k$ in the previous equations and taking the expectation over $S(\sqrt{n})$ on both sides yields the result of the lemma (after appropriately collecting terms).

Claim 5.6.12. Let $\lambda \vdash k$. We have

$$(n)^{\lambda_1^t} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_{\lambda_1^t}^1 \cdots x_{\lambda_k}^k \right] \right| \leq 3^{k^2} \cdot n^{k/2}.$$

Proof. We induct on $k$. For $k = 1$, we have $n \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} [x_1] \right| = \sqrt{n} \leq 3 \cdot n^{1/2}$. Now, suppose $k \geq 2$. We consider three cases:

1. Case $\lambda_1 \geq 3$: Let $\lambda'$ be the partition obtained from $\lambda$ by removing two boxes from $\lambda_1$.

   Note that $\lambda_1' = (\lambda')_1^t \leq k-2$ and $\mathbb{E}_{x \in S(\sqrt{n})} \left[ x_{\lambda_1'}^1 \cdots x_{\lambda_k}^k \right] = \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_{\lambda_1}^1 \cdots x_{\lambda_k}^k \right]$.

   By the induction hypothesis, we have $(n)^{\lambda_1'} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_{\lambda_1'}^1 \cdots x_{\lambda_k}^k \right] \right| \leq 3^{(k-2)^2} \cdot n^{(k-2)/2}$.

2. Case $\lambda_1 = 2$: Let $\lambda'$ be the partition obtained from $\lambda$ by removing $\lambda_1$. Note that
\( \lambda_1^t = (\lambda'_1)^t + 1 \leq k - 2 \). By the induction hypothesis, we have

\[
(n)_{\lambda_1^t} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda_1} \ldots x_k^{\lambda_{k-2}} \right] \right| \leq n \cdot (n)_{\lambda'_1} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda'_1} \ldots x_k^{\lambda'_{k-2}} \right] \right|
\]

\[
\leq 3(k-2)^3 \cdot n^{k/2}.
\]

3. Case \( \lambda_1 = 1 \): To bound \( (n)_k \cdot \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda_1} \ldots x_k^{\lambda_k} \right] \), we use Lemma 5.6.11 and the two preceding cases. Let \( p(k) \) be the partition function, i.e., \( p(k) = |\{ \lambda \vdash k \}| \). We deduce that

\[
(n)_k \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda_1} \ldots x_k^{\lambda_k} \right] \right| \leq n^{k/2} + \sum_{\lambda \vdash k : \lambda_1 \geq 2} \frac{\lambda!}{\lambda_1! \ldots \lambda_k!} \cdot \frac{(n)_{\lambda'_1}}{\text{Aut}(\lambda)} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda'_1} \ldots x_k^{\lambda_k} \right] \right|
\]

\[
\leq n^{k/2} + k! \sum_{\lambda \vdash k : \lambda_1 \geq 2} (n)_{\lambda'_1} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda'_1} \ldots x_k^{\lambda_k} \right] \right| +
\]

\[
+ \sum_{\lambda \vdash k : \lambda_1 = 2} k! (n)_{\lambda'_1} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1^{\lambda'_1} \ldots x_k^{\lambda_k} \right] \right|
\]

\[
\leq 3(k-2)^3 \cdot k! \cdot (1 + p(k) + k) \cdot n^{k/2} \leq 3k^3 \cdot n^{k/2},
\]

as desired.

Claim 5.6.13. Suppose \( k < \sqrt{n}/2 \). We have

\[
\left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} \left[ x_1 \ldots x_k \right] \right| \leq 2 \cdot 3k^3 \cdot n^{-k/2}.
\]

Proof. Follows from Claim 5.6.12 and the bound on \( k \).

Remark 5.6.14. In Claim 5.6.13, the factor \( 3k^3 \) is too lossy to allow a meaningful bound with \( k = n^{\varepsilon} \), where \( \varepsilon > 0 \) is a constant.

Refining the ideas of Claim 5.6.12, we prove a stronger lemma below which will imply a tighter bound on \( e(k) \) sufficient for our application.
Lemma 5.6.15. There exists a universal constant $C \geq 1$ such that

$$
\sum_{\lambda \vdash k} \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)_{\lambda_1^t}}{|\text{Aut}(\lambda)|} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1} \cdots x_k^{\lambda_k} \right] \right| \leq k^{C \cdot k} \cdot n^{k/2}.
$$

(5.1)

In particular, for $n \geq 6$, Eq. (5.1) holds with $C = 2$.

Proof. We induct on $k$. For $k = 1$, we have $n \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} x_1 \right| \leq \sqrt{n}$ as desired. Using $e(2) = 0$ from Claim 5.6.5 and the case $k = 1$ of Eq. (5.1), we get that Lemma 5.6.15 also holds for $k = 2$. Now, consider $k \geq 3$. Let $\Lambda_1 = \{ \lambda \vdash k \mid \lambda_1 = 1 \}$, $\Lambda_2 = \{ \lambda \vdash k \mid \lambda_1 = 2 \}$ and $\Lambda_{\geq 3} = \{ \lambda \vdash k \mid \lambda_1 = 3 \}$. Note that $\Lambda_1 \cup \Lambda_2 \cup \Lambda_{\geq 3} = \{ \lambda \vdash k \}$ and $|\Lambda_1| = 1$.

For convenience define $a_\lambda$ to be the term associated to $\lambda \vdash k$ on the LHS of Eq. (5.1), i.e.,

$$
a_\lambda = \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)_{\lambda_1^t}}{|\text{Aut}(\lambda)|} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1} \cdots x_k^{\lambda_k} \right] \right|.
$$

First we bound the contribution of the terms associated to partitions from $\Lambda_{\geq 3}$ in the LHS of Eq. (5.1). Let $\lambda'$ be the partition obtained from $\lambda$ by removing two boxes from $\lambda_1$. Note that $\lambda_1^t = (\lambda')_1^t \leq k - 2$ and $\mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1} \cdots x_{k-2}^{\lambda_{k-2}} \right] = \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1} \cdots x_{k-2}^{\lambda_{k-2}} \right]$. Thus,

$$
a_\lambda = \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)_{\lambda_1^t}}{|\text{Aut}(\lambda)|} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1} \cdots x_k^{\lambda_k} \right] \right| = \frac{k(k-1)}{\lambda_1(\lambda_1-1)} \cdot \frac{|\text{Aut}(\lambda')|}{|\text{Aut}(\lambda)|} \cdot \frac{\lambda'!}{\lambda_1'! \cdots \lambda_k'!} \cdot \frac{(n)_{\lambda_1^t}}{|\text{Aut}(\lambda')|} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} \left[ x_1^{\lambda_1'} \cdots x_{k-2}^{\lambda_{k-2}} \right] \right| = k^2 \cdot \frac{|\text{Aut}(\lambda')|}{|\text{Aut}(\lambda)|} \cdot a_{\lambda'} \leq k^3 \cdot a_{\lambda'},
$$

since $|\text{Aut}(\lambda')| / |\text{Aut}(\lambda)| \leq k - 2 \leq k$. For each $\lambda' \vdash k - 2$, we can form a partition $\lambda \vdash k$ in $k - 2 \leq k$ ways by adding two blocks to a single row of $\lambda'$. Hence, we have

$$
\sum_{\lambda \in \Lambda_{\geq 3}} a_\lambda \leq k \cdot \sum_{\lambda' \vdash k - 2} k^3 \cdot a_{\lambda'} \leq k^4 \cdot k^{C \cdot (k-2)} \cdot n^{(k-2)/2},
$$

(5.2)
where the last equality follows from the induction hypothesis.

Now we bound the contribution of the terms $a_\lambda$ associated to partitions $\lambda$ from $\Lambda_2$ in the LHS of Eq. (5.1). Let $i \geq 1$ be the number of parts of size two of $\lambda$ and let $\lambda'$ be the partition obtained from $\lambda$ by removing these $i$ parts of size two. Note that $\lambda'_1 = (\lambda')_1^t + i \leq k - 1$. We have

$$a_\lambda = \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)_{\lambda_1^t}}{|\text{Aut}(\lambda)|} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1^{\lambda_1} \cdots x_k^{\lambda_k}] \right|$$

$$\leq n^i \cdot \frac{(k)_i}{2^i} \cdot \frac{|\text{Aut}(\lambda')|}{|\text{Aut}(\lambda)|} \cdot \frac{\lambda'!}{\lambda'_1! \cdots \lambda'_k!} \cdot \frac{(n)_{(\lambda')_1^t}}{|\text{Aut}(\lambda')|} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1 \cdots x_{k-2i}] \right|$$

$$= n^i \cdot \frac{(k)_i}{2^i} \cdot \frac{1}{i!} \cdot \frac{\lambda'!}{\lambda'_1! \cdots \lambda'_k!} \cdot \frac{(n)_{(\lambda')_1^t}}{|\text{Aut}(\lambda')|} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1 \cdots x_{k-2i}] \right|,$$

where in the last equality we used $|\text{Aut}(\lambda')| / |\text{Aut}(\lambda)| = 1/(i!)$. Since $\lambda \in \Lambda_2$ is uniquely specified by its number of parts of size two, applying the induction hypothesis we have

$$\sum_{\lambda \in \Lambda_2} a_\lambda \leq \sum_{i=1}^{\lfloor k/2 \rfloor} n^i \cdot \frac{(k)_i}{2^i} \cdot \frac{1}{i!} \cdot \left( \frac{\lambda'!}{\lambda'_1! \cdots \lambda'_k!} \cdot \frac{(n)_{(\lambda')_1^t}}{|\text{Aut}(\lambda')|} \cdot \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1 \cdots x_{k-2i}] \right| \right)$$

$$\leq \sum_{i=1}^{\lfloor k/2 \rfloor} n^i \cdot \frac{(k)_i}{2^i} \cdot \frac{1}{i!} \cdot k^{C \cdot (k-2i)} \cdot n^{(k-2i)/2}$$

$$\leq k^{C \cdot (k-1)} \cdot n^{k/2} \cdot \sum_{i=0}^{\infty} k^{-C \cdot i} \leq \frac{3}{2} \cdot k^{C \cdot (k-1)} \cdot n^{k/2},$$

where in the last inequality we used $k \geq 3$ and $C \geq 1$.

Finally, we consider the case $\lambda_1 = 1$. To bound $a_\lambda$, we use Lemma 5.6.11 and the two preceding cases. We deduce that
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\[ a_\lambda \leq n^{k/2} + \sum_{\mu \in \Lambda_2} a_\mu + \sum_{\mu \in \Lambda_{\geq 3}} a_\mu \leq n^{k/2} + k^4 \cdot k^{C \cdot (k-2)} \cdot n^{(k-2)/2} + \frac{3}{2} \cdot k^{C \cdot (k-1)} \cdot n^{k/2} \]

\[ = k^{C \cdot k} \cdot n^{k/2} \left( \frac{1}{k^{C \cdot k}} + \frac{k^4}{n \cdot k^2 C} + \frac{3}{2 \cdot k^C} \right). \]

We can bound the LHS of Eq. (5.1) as

\[ \sum_{\mu \in \Lambda_1} a_\mu + \sum_{\mu \in \Lambda_2} a_\mu + \sum_{\mu \in \Lambda_{\geq 3}} a_\mu \leq k^{C \cdot k} \cdot n^{k/2} \left( \frac{1}{k^{C \cdot k}} + \frac{2 \cdot k^4}{n \cdot k^2 C} + \frac{3}{k^C} \right) \]

\[ \leq k^{C \cdot k} \cdot n^{k/2}, \]

provided \( C > 0 \) is a sufficiently large constant. In particular, the constant \( C \) can be taken to be 2 for \( n \geq 6 \).

\[ \text{Corollary 5.6.16. We have} \]

\[ \left| \mathbb{E}_{x \in S(\sqrt{n})} [x_1 \ldots x_k] \right| \leq k^{3 \cdot k} \cdot n^{-k/2}. \]

\[ \text{Proof. Suppose} \ k \leq \sqrt{n}. \ 	ext{Note that Lemma 5.6.15 implies that for \( \lambda \vdash k \) with \( \lambda_1 \) there exists a constant} \ C > 0 \ 	ext{such that} \]

\[ \frac{\lambda!}{\lambda_1! \cdots \lambda_k!} \cdot \frac{(n)^{\lambda_1}}{|\text{Aut}(\lambda)|} \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} [x_1^{\lambda_1} \ldots x_k^{\lambda_k}] \right| = (n)_k \cdot \left| \mathbb{E}_{x \in S(\sqrt{n})} [x_1 \ldots x_k] \right| \leq k^{C \cdot k} \cdot n^{k/2}. \]

\[ \text{Simplifying and using the assumption} \ k \leq \sqrt{n}, \ 	ext{we obtain} \]

\[ \left| \mathbb{E}_{x \in S(\sqrt{n})} [x_1 \ldots x_k] \right| \leq \frac{k^{C \cdot k} \cdot n^{-k/2}}{\prod_{i=1}^{k-1} \left( 1 - \frac{i}{n} \right)} \leq 2 \cdot k^{C \cdot k} \cdot n^{-k/2}. \]
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Furthermore, for \( n \geq 6 \), Lemma 5.6.15 allows us to choose \( C = 2 \). Since \( \left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1] \right| = 1/\sqrt{n} \), the simpler bound applies for all values of \( k \)

\[
\left| \mathbb{E}_{x \in \mathcal{S}(\sqrt{n})} [x_1 \ldots x_k] \right| \leq k^{3-k} \cdot n^{-k/2},
\]

Now the assumption \( n \geq 6 \) can be removed since, for \( k \geq 2 \), we have \((k^3/\sqrt{n})^k \geq 1\), where 1 is the trivial bound. Similarly, our initial assumption of \( k \leq \sqrt{n} \) can also be removed as the bound also becomes trivial in the regime \( k > \sqrt{n} \). \( \blacksquare \)
CHAPTER 6
THE MACHINERY AND QUALITATIVE BOUNDS

In this chapter, we first state the main machinery that we use to prove our results. The machinery is a meta theorem that shows that under several linear algebraic conditions, a large random matrix is positive semidefinite (PSD) with high probability. This is similar in spirit to the PSDness argument in the SoS lower bounds for the Sherrington-Kirkpatrick Hamiltonian from the last chapter, although it’s quite a bit more involved.

The machinery originally appeared in [175], where the complete proof can be found. In Section 6.1, we state the machinery. Compared to that work, we significantly simplify the required definitions needed to state and apply the machinery. Such a decluttering of the definitions is possible since we don’t provide the proof and simply apply the theorem. For example, we don’t define ribbons, we don’t formally define the technical matrix $M_{\text{orth}}^\tau(H)$ and we work in the simplified setting of Rademacher or Gaussian variables instead of arbitrary distributions with finite moments. Moreover, we interpret the conditions of the machinery as conditions of the problem itself, rather than computational linear algebraic conditions on the moment matrix as in [175]. Cast in this framework, this makes clear the potential connection to the low degree likelihood ratio hypothesis as described in Chapter 3 and Chapter 8.

After stating the machinery in Section 6.1, we exhibit the qualitative bounds for applying the machinery to our problems of interest. The material in these sections is also adapted from [175]. The main difference is that we improve the exposition by fixing various typos and clarifying various technical arguments.

6.1 The machinery

In this section, we describe the machinery we apply to show SoS lower bounds. As we have already seen in Chapter 5, the general idea to show SoS lower bounds in this work is to
decompose the moment matrix into graph matrices, which are matrix-valued functions of
the input entries, and then show PSDness by exhibiting an approximate PSD decomposition.
The machinery takes a similar approach and provides an approximate PSD decomposition,
using certain decay properties of the Fourier coefficients as well as norm bounds similar to
the ones obtained in Chapter 2.

Consider a hypothesis testing problem $\mathcal{P}$. We will assume the setup in Section 3.3.
Therefore, $\mathcal{P}$ is a distinguishing problem between two distributions – the random distribution
(null hypothesis) and the planted distribution (alternative hypothesis). As we saw earlier,
we could use the technique of pseudo-calibration to obtain a candidate moment matrix $\Lambda$,
such that $\Lambda$ can potentially serve as an SoS lower bound for the related optimization task on
the random distribution. The machinery gives general conditions on $\Lambda$ that ensure feasibility
with high probability. In particular, the machinery is a set of linear algebraic conditions on
$\Lambda$ that imply positivity of $\Lambda$ w.h.p. and as we saw earlier, the other required feasibility
conditions follow easily from pseudo-calibration.

In this work, we slightly diverge from this viewpoint (originally presented in [175]) and in-
stead view these conditions as properties of the problem $\mathcal{P}$ directly. Therefore, the machinery
can be construed as a claim of feasibility of the pseudo-calibrated pseudo-expectation oper-
ator, under certain conditions on the problem $\mathcal{P}$. To state the machinery in this language,
we need some definitions that follow next.

\subsection{Shapes and graph matrices}

Consider the setting when the input distribution is a Rademacher $G_{n,1/2}$ graph with the
input entries being $\chi_e \in \{-1, 1\}$. For $T \subseteq \binom{[n]}{2}$, let $\chi_T = \prod_{e \in T} \chi_e$ be the standard Fourier
basis. In this setting, shapes were already defined in Chapter 2. Here, for technical reasons,
we slightly modify the definitions so that the rows and columns are indexed by sub-tuples
of $[n]$ rather than subsets of $[n]$. The techniques developed in Chapter 2 still carry over to
bound the norms of such graph matrices.

**Definition 6.1.1** (Shapes in the setting of Rademacher $G_{n,1/2}$ inputs). A shape $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$ is a graph on vertices $V(\alpha)$ and edges $E(\alpha)$ with two distinguished tuples of vertices $U_\alpha, V_\alpha \subseteq V(\alpha)$. Note that $U_\alpha, V_\alpha$ are ordered subsets (tuples).

As we saw earlier, we can define corresponding matrices for each shape, that are termed graph matrices. Recall that a realization is an injective map from $V(\alpha)$ to $[n]$. The main difference here, as compared to Chapter 2, is that in the definition of graph matrices, we sum over realizations $\varphi$ that correspond to distinct characters, rather than all realizations $\varphi$.

To capture this notion precisely, we use the following definition. Define two realizations (injective maps from $V(\alpha)$ to $[n]$) $\varphi, \varphi'$ to be equivalent if $\varphi(U_\alpha) = \varphi'(U_\alpha), \varphi(V_\alpha) = \varphi'(V_\alpha)$ as tuples and $\varphi(E(\alpha)) = \varphi'(E(\alpha))$ as sets. Let the set of non-equivalent realizations of $\alpha$ be denoted $\text{Real}(\alpha)$.

**Definition 6.1.2** (Graph matrices in the setting of Rademacher $G_{n,1/2}$ inputs). For a shape $\alpha$, the graph matrix $M_\alpha$ is a matrix-valued function with rows and columns indexed by sub-tuples of $[n]$ of sizes $|U_\alpha|, |V_\alpha|$ respectively, which is defined as follows: It maps input graph $G \in \{\pm 1\}^\binom{n}{2}$ (wich associated fourier characters $\chi_E$) to a matrix with the $A, B$-th entry being

$$M_\alpha(A, B) = \sum_{\varphi(U_\alpha) = A, \varphi(V_\alpha) = B, \varphi \in \text{Real}(\alpha)} \chi_E(\alpha)$$

**Definition 6.1.3** (Shape transposes). For a shape $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$, define its transpose $\alpha^T$ to be $\alpha^T = (V(\alpha), E(\alpha), V_\alpha, U_\alpha)$. Note that $M_\alpha^T = M_{\alpha^T}$ as matrix transpose.

**Example 6.1.4.** In Fig. 6.1, consider the shape $\alpha$ as shown. We have $U_\alpha = (u_1, u_2), V_\alpha = (v_1), V(\alpha) = \{u_1, u_2, v_1, w_1\}$ and $E(\alpha) = \{\{u_1, w_1\}, \{u_2, w_1\}, \{w_1, v_1\}\}$. $M_\alpha$ is a matrix with rows and columns indexed by tuples of length $|U_\alpha| = 2$ and $|V_\alpha| = 1$ respectively.
tively. The nonzero entries will have rows and columns indexed by \((a_1, a_2)\) and \(b_1\) respectively for all distinct \(a_1, a_2, b_1\), with the corresponding entry being \(M_\alpha((a_1, a_2), (b_1)) = \sum_{c_1 \in [n]\setminus\{a_1, a_2, b_1\}} \chi c_1 \chi a_1 \chi a_2 \chi c_1 \chi c_1 \chi b_1\). Here, the injective map \(\varphi\) maps the vertices \(u_1, u_2, w_1, v_1\) to \(a_1, a_2, c_1, b_1\) respectively and we sum over all such maps (as they are all pairwise non-equivalent). Succinctly,

\[
M_\alpha = \begin{pmatrix}
\sum_{c_1 \in [n]\setminus\{a_1, a_2, b_1\}} \chi a_1 \chi a_2 \chi c_1 \chi c_1 \chi b_1
\end{pmatrix}
\]

Figure 6.1: Example of a shape

Some simple matrices such as the adjacency matrix of a graph and the identity matrix are also graph matrices, as we see below

- Take \(\alpha\) to be a shape with two vertices \(u, v\) with \(U_\alpha = (u), V_\alpha = (v)\) and exactly one edge \(\{u, v\}\). Then, \(M_\alpha\) has rows and columns indexed by \([n]\) (more specifically tuples of length 1) with the \(i, j\)-th entry being \(G_{ij}\) if \(i \neq j\) and 0 otherwise. Therefore, \(M_\alpha\) is just the ±1 adjacency matrix of the graph \(G\).
• Take $\alpha$ to be the shape with exactly 1 vertex $u$, no edges and $U_\alpha = V_\alpha = \{u\}$. Then, $M_\alpha$ is the identity matrix of size $n \times n$.

For more examples of graph matrices and why they can be a useful tool to work with, see [1]. We now define some terms to capture the rows and columns of graph matrices.

**Matrix indices and index shapes** In the above setting of Rademacher $G_{n, 1/2}$ inputs, a matrix index $A$ is a tuple of indices $(a_1, \ldots, a_{|A|})$ where $a_i \in [n]$. When the SoS variables are $y_1, \ldots, y_n$, we associate to this matrix index $A$ the monomial $\prod_{i \leq |A|} y_{a_i}$. With this definition, graph matrices have as rows and columns matrix indices.

Define an index shape $U = (u_1, \ldots, u_{|U|})$ to be a tuple of formal variables $u_i$, or in other words, unspecified indices. If $|U| = t$, we say that any matrix index $A$ of length $t$ has shape $U$. We say two index shapes $U, V$ are equivalent, denoted $U \equiv V$ if $|U| = |V|$. Finally, define the weight of $U$ to be $w(U) = |U|$ and the automorphism group $Aut(U) = S_{|U|}$ (the permutations of the elements of $U$). The latter definition is needed for describing coefficients.

**Shape definitions** We say a shape $\alpha$ is proper if it has no isolated vertices (i.e. no degree 0 vertices) outside $U_\alpha \cup V_\alpha$. We say a shape $\alpha$ is trivial if $U_\alpha$ and $V_\alpha$ are equal as sets, and they constitute all the vertices in $\alpha$. and moreover, there are no edges in $\alpha$.

A path is a sequence of vertices of $V(\alpha)$ such that every consecutive pair of vertices form an edge in $V(\alpha)$. A vertex separator of $\alpha$ is a set of vertices $S$ such that every path from $U_\alpha$ to $V_\alpha$ passes through $S$. As we saw in Chapter 2, the norm bounds of the graph matrix $M_\alpha$ rely on the size of the minimum vertex separator of $\alpha$. Define the weight of a vertex separator $S$ as $|S|$.

The above definitions are sufficient for the application to the Planted Slightly Denser subgraph problem. But when we work with Tensor PCA and Sparse PCA, we need to generalize the notion of shapes and graph matrices. These generalized shapes and graph matrices were studied in [1]. Now, we describe the required generalizations.
Definitions for Tensor PCA

In the Tensor PCA application, the input is a tensor $A \in \mathbb{R}^{[n]^k}$. To incorporate this, we modify our definitions of shapes and index shapes accordingly. The input entries are now sampled from the distribution $\mathcal{N}(0,1)$ instead of $\{-1,1\}$. So, we will work with the Hermite basis of polynomials. Let the standard unnormalized Hermite polynomials be denoted as $h_0(x) = 1, h_1(x) = x, h_2(x) = x^2 - 1, \ldots$. Then, we work with the basis $h_a(A) := \prod_{e \in [n]^k} h_e(A_e)$ over $a \in \mathbb{N}^{[n]^k}$. Accordingly, we will modify the graphs that represent shapes, to have labeled hyperedges of arity $k$. So, an hyperedge $e$ with a label $t$ will correspond to the hermite polynomial $h_t(A_e)$.

**Definition 6.1.5 (Hyperedges).** Instead of standard edges, we will have labeled hyperedges of arity $k$ in the underlying graphs for our ribbons as well as shapes. The label for an hyperedge $e$, denoted $l_e$, is an element of $\mathbb{N}$ which will correspond to the Hermite polynomial being evaluated on that entry.

Note that our hyperedges are ordered since the tensor $A$ is not necessarily symmetric. For variables $x_1, \ldots, x_n$, the rows and columns of our moment matrix will now correspond to monomials of the form $\prod_{i \leq n} x_i^{p_i}$ for $p_i \geq 0$. To capture this, we use the notion of index shape pieces and index shapes. Informally, we split the above monomial product into groups based on their powers and each such group will form an index shape piece.

**Definition 6.1.6 (Index shape piece).** An index shape piece $U_i = ((U_{i,1}, \ldots, U_{i,t}), p_i)$ is a tuple of indices $(U_{i,1}, \ldots, U_{i,t})$ along with a power $p_i \in \mathbb{N}$. Let $V(U_i)$ be the set $\{U_{i,1}, \ldots, U_{i,t}\}$ of vertices of this index shape piece. When clear from context, we use $U_i$ instead of $V(U_i)$.

If we realize $U_{i,1}, \ldots, U_{i,t}$ to be indices $a_1, \ldots, a_t \in [n]$, then this realization of this index shape piece corresponds to the monomial $\prod_{j \leq t} x_{a_j}^{p_i}$.
Definition 6.1.7 (Index shape). An index shape $U$ is a set of index shape pieces $U_i$ that have different powers. Let $V(U)$ be the set of vertices $\cup_i V(U_i)$. When clear from context, we use $U$ instead of $V(U)$.

Observe that each realization of an index shape corresponds to a row or column of the moment matrix. Equivalence of index shapes is analogous, namely, for two index shapes $U, V$, we write $U \equiv V$ if for all powers $p$, the index shape pieces of power $p$ in $U$ and $V$ have the same length. We also define the automorphism group of $U$ as $\text{Aut}(U) = \prod_{U_i \in U} \text{Aut}(U_i)$ where the automorphism group of an index shape piece $U_i$ is $\text{Aut}(U_i) = S_{|U_i|}$. In the definition of shapes, the distinguished set of vertices should now be replaced by index shapes.

Definition 6.1.8 (Shapes). Shapes are tuples $\alpha = (V(\alpha), E(\alpha), U_\alpha, V_\alpha)$ where $(V(\alpha), E(\alpha))$ is a graph with hyperedges of arity $k$ and $U_\alpha, V_\alpha$ are index shapes such that $U_\alpha, V_\alpha \subseteq V(\alpha)$.

A shape $\alpha$ is proper if it has no isolated vertices outside $U_\alpha \cup V_\alpha$, no multi-edges and all the edges have a nonzero label. To define the notion of vertex separators, we accordingly modify the notion of paths for hyperedges instead of edges. Formally, a path is a sequence of vertices $u_1, \ldots, u_t$ such that $u_i, u_{i+1}$ are in the same hyperedge, for all $i \leq t - 1$. The notion of vertex separator is identically defined with the above notion of hyperedges and paths. Finally, the definition of trivial shape $\tau$ is similar, the only change being that we now require $U_\tau \equiv V_\tau$ instead of saying they’re equal as sets.

Definitions for Sparse PCA

We are given the $m$ vectors $v_1, \ldots, v_m \in \mathbb{R}^d$ as input. Similar to Tensor PCA, we will work with the Hermite basis of polynomials since the entries are sampled from the distribution $\mathcal{N}(0, 1)$. In particular, if we denote the unnormalized Hermite polynomials by $h_0(x) = 1, h_1(x) = x, h_2(x) = x^2 - 1, \ldots$, then, we work with the basis $h_a(v) := \prod_{i \in [m], j \in [n]} h_{a_{i,j}}(v_{i,j})$ over $a \in \mathbb{N}^{m \times n}$. To capture this basis, we will modify the graphs that represent shapes to
be bipartite graphs with two types of vertices, and have labeled edges that go across vertices of different types. So, an edge \((i, j)\) with label \(t\) between a vertex \(i\) of type 1 and a vertex \(j\) of type 2 will correspond to \(h_t(v_{i,j})\).

Formally, we will have two types of vertices, the vertices corresponding to the \(m\) input vectors that we call type 1 vertices and the vertices corresponding to ambient dimension of the space that we call type 2 vertices. For a shape with such vertices, edges will go across vertices of different types, thereby forming a bipartite graph. An edge between a type 1 vertex \(i\) and a type 2 vertex \(j\) corresponds to the input entry \(v_{i,j}\). Each edge will have a label in \(\mathbb{N}\) corresponding to the Hermite polynomial evaluated on that entry.

We will have variables \(x_1, \ldots, x_n\) in our SoS program, so we will work with index shape pieces and index shapes as in Tensor PCA, since the rows and columns of our moment matrix will now correspond to monomials of the form \(\prod_{i \leq n} x_i^{p_i}\) for \(p_i \geq 0\). But since we have 2 types of vertices, we need to slightly modify the notion of index shape pieces and index shapes.

**Definition 6.1.9 (Index shape piece).** An index shape piece \(U_i = ((U_{i,1}, \ldots, U_{i,t}), t_i, p_i)\) is a tuple of indices \((U_{i,1}, \ldots, U_{i,t})\) along a type \(t_i \in \{1, 2\}\) with a power \(p_i \in \mathbb{N}\). Let \(V(U_i)\) be the set \(\{U_{i,1}, \ldots, U_{i,t}\}\) of vertices of this index shape piece. When clear from context, we use \(U_i\) instead of \(V(U_i)\).

For an index shape piece \(((U_{i,1}, \ldots, U_{i,t}), t_i, p_i)\) with type \(t_i = 2\), if we realize \(U_{i,1}, \ldots, U_{i,t}\) to be indices \(a_1, \ldots, a_t \in [n]\), then, this index shape pieces correspond this to the monomial \(\prod_{j \leq n} x_{a_j}^{p_i}\).

**Definition 6.1.10 (Index shape).** An index shape \(U\) is a set of index shape pieces \(U_i\) that have either have different types or different powers. Let \(V(U)\) be the set of vertices \(\bigcup_i V(U_i)\). When clear from context, we use \(U\) instead of \(V(U)\).

Each realization of an index shape will correspond to a row or column of the moment matrix. For our moment matrix, the only nonzero rows correspond to index shapes that
have only index shape pieces of type 2, since the only SoS variables are $x_1 \ldots , x_n$, but in order to do our analysis, we need to work with the generalized notion of index shapes that allow index shape pieces of both types.

Analogous to our previous definitions, for two index shapes $U,V$, we write $U \equiv V$ if for all types $t$ and all powers $p$, the index shape pieces of type $t$ and power $p$ in $U$ and $V$ have the same length. Since we are working with standard graphs, the original notion of path and vertex separator will work, but we will now use the minimum weight vertex separator instead of the minimum vertex separator where we define the weight as follows.

**Definition 6.1.11 (Weight of an index shape).** Suppose we have an index shape $U = \{U_1, U_2\} \in \mathcal{I}_{mid}$ where $U_1 = (((U_1,1), \ldots , U_1,|U_1|),1,1)$ is an index shape piece of type 1 and $U_2 = (((U_2,1), \ldots , U_2,|U_2|),2,1)$ is an index shape piece of type 2. Then, define the weight of this index shape to be $w(U) = \sqrt{\frac{|U_1|}{m}} \sqrt{\frac{|U_2|}{n}}$.

The definition carries over for a vertex separator as well. We also define the automorphism group of $U$ as $\text{Aut}(U) = \prod_{U_i \in U} \text{Aut}(U_i)$ where the automorphism group of an index shape piece $U_i$ is $\text{Aut}(U_i) = S_{|U_i|}$. We now give the modified definition of shapes.

**Definition 6.1.12 (Shapes).** Shapes are tuples $\alpha = ((V(\alpha), E(\alpha), U_\alpha, V_\alpha))$ where $(V(\alpha), E(\alpha))$ is a graph with two types of vertices, has labeled edges only across vertices of different types and $U_\alpha, V_\alpha$ are index shapes such that $U_\alpha, V_\alpha \subseteq V(\alpha)$.

The other definitions that follow are analogous. A shape $\alpha$ is proper if it has no isolated vertices outside $U_\alpha \cup V_\alpha$, no multi-edges and all the edges have a nonzero label. In the definition of trivial shape $\tau$, just as in Tensor PCA, we require $U_\tau \equiv V_\tau$ instead of saying they’re equal as sets.
6.1.2 Decomposing shapes

Compared to the lower bound strategy in the Sherrington-Kirkpatrick lower bound in Chapter 5, the main strategy in the machinery is to provide an approximate PSD decomposition by decomposing shapes $\alpha$ into three other shapes $\sigma, \tau, \sigma' T$ such that $M_\alpha \approx M_\sigma M_\tau M_{\sigma' T}$. Then, the idea is to argue that the graph matrix coefficients of the moment matrix also decompose similarly, ending with a PSD decomposition showing that the moment matrix is PSD.

We first need to define composition of shapes. We say that shapes $\alpha$ and $\beta$ are composable if $U_\beta \equiv V_\alpha$. In this case, define their composition to be the shape $\alpha \circ \beta$ which is obtained by concatenating $\alpha, \beta$ while gluing together $U_\beta, V_\alpha$. Formally, $\alpha \circ \beta$ is such that $U_{\alpha \circ \beta} = U_\alpha$, $V_{\alpha \circ \beta} = V_\beta$, and after setting $U_\beta = V_\alpha$, we take $V(\alpha \circ \beta) = V(\alpha) \cup V(\beta)$, and finally, $E(\alpha \circ \beta) = E(\alpha) \cup E(\beta)$.

Note that by doing this, the concatenated shape could become improper if edges repeat. We remark that shape composition is not necessarily commutative, but it is associative.

**Example 6.1.13.** Fig. 6.2 illustrates an example of shape composition in the setting where there is only one type of vertex. Observe how the shapes $\sigma \circ \sigma' T$ and $\sigma \circ \tau \circ \sigma' T$ are obtained from the shapes $\sigma, \tau$ and $\sigma' T$.

**Example 6.1.14.** Fig. 6.3 illustrates an example of shape composition in the setting where there are two types of vertices. We have two types of vertices that we diagrammatically represent by squares and circles. Observe how the shapes $\sigma \circ \sigma' T$ and $\sigma \circ \tau \circ \sigma' T$ are obtained from the shapes $\sigma, \tau$ and $\sigma' T$.

Previously, we defined the notion of minimum vertex separators (and analogously, minimum weight vertex separators). In what follows, we collectively term either of them as minimum weight vertex separators. by Define the leftmost (resp. rightmost) minimum-weight vertex separator $S$ (resp. $T$) to be a minimum-weight vertex separator such that for
every other minimum-weight vertex separator $S'$ (resp. $T'$), $S$ separates $U_\alpha$ from $S'$ (resp. $T'$ from $V_\alpha$). In [16, 175], it’s shown that these are well-defined.

With these definitions in hand, we can now define how to decompose a shape $\alpha$ into its left, middle and right parts $\sigma, \tau, \sigma'^T$ respectively.

**Definition 6.1.15** (Shape decomposition). Let $\alpha$ be a shape. Let $S$ and $T$ be the leftmost and rightmost minimum-weight vertex separators of $\alpha$ together with some orderings $O_S, O_T$ of $S$ and $T$.

- We define the left part $\sigma$ of $\alpha$ to be the shape formed by taking the induced subgraph on all of the vertices of $\alpha$ reachable from $U_\alpha$ without passing through $S$ (but including the vertices of $S$) where all edges and hyperedges within $S$ are removed, and we take
Let $U_\sigma = U_\alpha$ and $V_\sigma = (S, O_S)$.

- We define the right part $\sigma^T$ of $\alpha$ to be the shape formed by taking the induced subgraph on all of the vertices of $\alpha$ reachable from $V_\alpha$ without passing through $T$ (but we include the vertices of $T$) where all edges and hyperedges within $T$ are removed, and we take $V_{\sigma^T} = V_\alpha$ and $U_{\sigma^T} = (T, O_T)$.

- Finally, we define the middle part $\tau$ of $\alpha$ to be the shape formed by the induced subgraph on all of the vertices of $\alpha$ which are not reachable from $U_\alpha$ and $V_\alpha$ without touching $S$ and $T$ respectively (but we include the vertices of $S$ and $T$), where we also include the edges or hyperedges entirely within $S$ and the edges or hyperedges entirely within $T$, and we take $U_\tau = (S, O_S)$ and $V_\tau = (T, O_T)$.
It’s evident from the definition that \( \alpha = \sigma \circ \tau \circ \sigma^T \).

**Example 6.1.16.** Fig. 6.2 illustrates an example decomposition in the setting where there is only one type of vertex.

1. If we start with the shape \( \alpha \) denoted as \( \sigma \circ \sigma^T \), observe that there is a unique minimum vertex separator, which consists of the middle vertex of degree 5, i.e. the one that’s not in either \( U_{\sigma \circ \sigma^T} \) or \( V_{\sigma \circ \sigma^T} \). Then, \( \alpha \) is decomposed in to the left part \( \sigma \), a trivial middle part \( \tau \) (not shown in this figure) which has \( V(\tau) = \{u\}, U_\tau = V_\tau = (u), E(\tau) = \emptyset \), and the right part \( \sigma^T \).

2. If we start with the shape \( \alpha \) denoted as \( \sigma \circ \tau \circ \sigma^T \), then the leftmost minimum vertex separator is the vertex of degree 4 and the rightmost minimum vertex separator is the vertex of degree 5. Then, \( \alpha \) is decomposed into the left part \( \sigma \), the middle part \( \tau \) and the right part \( \sigma^T \), which are all shown in this figure.

**Example 6.1.17.** Fig. 6.3 illustrates an example decomposition in the setting where there are two types of vertices. We have two types of vertices that we diagrammatically represent by squares and circles. In this example, we assume that the set containing a single circle vertex has a lower weight compared to a set of two square vertices.

1. If we start with the shape \( \sigma \circ \sigma^T \), then it can be decomposed uniquely in to the composition of the left shape \( \sigma \), the right shape \( \sigma^T \). In this case, the middle shape (not shown in this figure) is trivial.

2. If we start with the shape \( \sigma \circ \tau \circ \sigma^T \), then it can be decomposed uniquely into the composition of the left shape \( \sigma \), the middle shape \( \tau \) and the right shape \( \sigma^T \), which are all shown in this figure.

At this point, the definitions of left shapes, middle shapes and right shapes are natural. We say that a shape \( \sigma \) is a left shape if \( \sigma \) is a proper shape, \( V_\sigma \) is the left-most and right-most minimum-weight separator of \( \sigma \), every vertex in \( V(\sigma) \setminus V_\sigma \) is reachable from \( U_\sigma \) without
touching $V_\sigma$, and $\sigma$ has no hyperedges entirely within $V_\sigma$. Similarly, we say that a shape $\tau$ is a proper middle shape if $\tau$ is a proper shape, $U_\tau$ is the left-most minimum-weight separator of $\tau$, and $V_\tau$ is the right most minimum-weight separator of $\tau$. We do not define improper middle shapes, which are needed in the machinery proof, but not here. Finally, we say that a shape $\sigma^T$ is a right shape if it is the transpose of a left shape.

### 6.1.3 Coefficient matrices

We have all the necessary definitions in place for shapes and graph matrices. To apply the machinery, we will decompose the given moment matrix $\Lambda$ as $\Lambda = \sum \lambda_\alpha M_\alpha$ where the sum is over all shapes $\alpha$. The coefficients $\lambda_\alpha$ are then assembled into matrices, termed coefficient matrices, that we will define next. The conditions of the machinery will be in terms of these coefficient matrices.

We will begin with some notations for different sets of index shapes. Given a moment matrix $\Lambda$, define $I(\Lambda)$ to the set of matrix shapes $U$ such that some row or column index of $\Lambda$ has shape $U$. Define $w_{\text{max}} = \max \{w(U) : U \in I(\Lambda)\}$ to be the maximum possible weight of an index shape in $I(\Lambda)$. Finally, define $I_{\text{mid}}$ to be $I_{\text{mid}} = \{U : w(U) \leq w_{\text{max}}, \forall U_i \in U, p_i = 1\}$. Observe that in the setting of Rademacher $G_{n,1/2}$ inputs, we have $I_{\text{mid}} = \{U : |U| \leq w_{\text{max}}\}$.

In pseudo-calibration, we only keep the shapes that satisfy certain truncation parameters that we choose. Formally, satisfaction of truncation parameters is defined as follows.

**Definition 6.1.18** (Truncation parameters for the setting of Rademacher $G_{n,1/2}$ inputs). For integers $D_{\text{sos}}, D_V \geq 0$, say that a shape $\alpha$ satisfies the truncation parameters $D_{\text{sos}}, D_V$ if

- The degrees of the monomials that $U_\alpha$ and $V_\alpha$ correspond to, are at most $\frac{D_{\text{sos}}}{2}$
- The left part $\sigma$, the middle part $\tau$ and the right part $\sigma'$ of $\alpha$ satisfy the bounds
\[ |V(\sigma)|, |V(\tau)|, |V(\sigma')| \leq D_V. \]

**Definition 6.1.19** (Truncation parameters for Tensor PCA and Sparse PCA). For integers \( D_{\text{sos}}, D_V, D_E \geq 0 \), say that a shape \( \alpha \) satisfies the truncation parameters \( D_{\text{sos}}, D_V, D_E \) if

- The degrees of the monomials that \( U_\alpha \) and \( V_\alpha \) correspond to, are at most \( \frac{D_{\text{sos}}}{2} \)
- The left part \( \sigma \), the middle part \( \tau \) and the right part \( \sigma'^T \) of \( \alpha \) satisfy the bounds \( |V(\sigma)|, |V(\tau)|, |V(\sigma'^T)| \leq D_V \)
- For each \( e \in E(\alpha) \), \( l_e \leq D_E \).

We also need to define the sets of shapes which can appear when analyzing \( \Lambda \). Given a moment matrix \( \Lambda \), define \( \mathcal{L} = \{ \sigma : \sigma \text{ is a left shape}, U_\sigma \in \mathcal{I}(\Lambda), V_\sigma \in \mathcal{I}_{\text{mid}}, |V(\sigma)| \leq D_V, \forall e \in E(\sigma), l_e \leq D_E \} \). Moreover, given \( V \in \mathcal{I}_{\text{mid}} \), define \( \mathcal{L}_V = \{ \sigma \in \mathcal{L} : V_\sigma \equiv V \} \). Finally, given \( U \in \mathcal{I}_{\text{mid}} \), define \( \mathcal{M}_U = \{ \tau : \tau \text{ is a non-trivial proper middle shape}, U_\tau \equiv V_\tau \equiv U, |V(\tau)| \leq D_V, \forall e \in E(\tau), l_e \leq D_E \} \).

We are now ready to define coefficient matrices. Given a moment matrix \( \Lambda \), a coefficient matrix is a matrix \( H \) whose rows and columns are indexed by left shapes \( \sigma, \sigma' \in \mathcal{L} \). \( H \) is called SoS-symmetric if \( H(\sigma, \sigma') \) is invariant under the action of the symmetric group, i.e. if we permute the vertices of \( U_\sigma \) and the vertices of \( U_{\sigma'} \) (where we only permute within the same type) under the same permutation, then the entry doesn’t change.

For a shape \( \tau \), we say that a coefficient matrix \( H \) is a \( \tau \)-coefficient matrix if \( H(\sigma, \sigma') = 0 \) whenever \( V_\sigma \neq U_\tau \) or \( V_\tau \neq U_{\sigma'^T} \). Given an index shape \( U \), we define \( Id_U \) to be the shape with \( U_{Id_U} = V_{Id_U} = U \), no other vertices, and no edges.

As stated earlier, the coefficients \( \lambda_\alpha \) of the moment matrix \( \Lambda \) are assembled to form coefficient matrices, which are used to state the machinery conditions. Given a shape \( \tau \) and a \( \tau \)-coefficient matrix \( H \), we consider the matrix-valued function \( M^\text{fact}_\tau(H) \) defined as

\[
M^\text{fact}_\tau(H) = \sum_{\sigma \in \mathcal{L}_{U_\tau}, \sigma' \in \mathcal{L}_{V_\tau}} H(\sigma, \sigma')M_\sigma M_T M_{\sigma'^T},
\]
The motivation for this definition is as follows. First observe that \( \Lambda \) is essentially an expression of the form \( \sum_{\tau} \sum_{\sigma, \sigma'} H(\sigma, \sigma') M_{\sigma \circ \tau \circ \sigma'} \). For each \( \tau \), the inner expression sort of looks like \( M_{\tau}^{\text{fact}}(H) \). However, there is a technical difference. Recall that if we expand out the definition of the graph matrices \( M_\sigma, M_\tau \) and \( M_{\sigma'}^{T} \), then \( M_{\tau}^{\text{fact}}(H) \) sums over non-equivalent realizations coming from the sets Real(\( \sigma \)), Real(\( \tau \)), Real(\( \sigma'^{T} \)) respectively. Apriori, it’s not guaranteed that for each choice of realizations \( \varphi_1, \varphi_2, \varphi_3 \) from these sets, the corresponding subset of labels \( \varphi_1(V(\sigma)), \varphi_2(V(\tau)), \varphi_3(V(\sigma'^{T})) \subseteq [n] \) are disjoint. However, if we enforce that they are disjoint, then we will obtain a matrix closely related to what we desire. The work [175] terms this matrix obtained by enforcing disjointness of the realizations as \( M_{\tau}^{\text{orth}}(H) \).

As they remark, it is not true that \( M_{\tau}^{\text{orth}}(H) = \sum_{\sigma, \sigma'} H(\sigma, \sigma') M_{\sigma \circ \tau \circ \sigma'} \) because of additional terms involving automorphism groups. Nevertheless, because of this enforced condition that the realizations don’t overlap, \( \Lambda \) can be easily expressed in terms of \( M^{\text{orth}} \). Indeed, as they show via careful counting, \( \Lambda = \sum U \in \mathcal{I}_{\text{mid}} M_{\tau}^{\text{orth}}(H_{Id_U}) + \sum U \in \mathcal{I}_{\text{mid}} \sum \tau \in \mathcal{M}_U M_{\tau}^{\text{orth}}(H_{\tau}) \), where \( H_{Id_U} \) and \( H_{\tau} \), formally defined below, are simple coefficient matrices assembled from \( \lambda_\alpha \).

Despite wanting to work with \( M^{\text{orth}} \), the machinery instead works with \( M^{\text{fact}} \) instead because showing PSDness is easier with \( M^{\text{fact}} \) due to the product structure. The proof strategy in the machinery is to then show that the error terms when going from \( M^{\text{fact}} \) to \( M^{\text{orth}} \) (and therefore, \( \Lambda \)) are negligible with high probability, concluding the PSDness proof.

Given a matrix-valued function \( \Lambda \), we assemble the following coefficient matrices.

**Definition 6.1.20.** Given a matrix-valued function \( \Lambda = \sum_{\alpha: \alpha \text{ is proper}} \lambda_\alpha M_\alpha \),

1. For each index shape \( U \in \mathcal{I}_{\text{mid}} \) and every \( \sigma, \sigma' \in \mathcal{L}_U \), set \( H_{Id_U}(\sigma, \sigma') = \frac{1}{|\text{Aut}(U)|} \lambda_{\sigma \circ \sigma'} \).

2. For each \( U \in \mathcal{I}_{\text{mid}}, \tau \in \mathcal{M}_U \) and \( \sigma, \sigma' \in \mathcal{L}_U \), set \( H_{\tau}(\sigma, \sigma') = \frac{1}{|\text{Aut}(U_{\tau})||\text{Aut}(V_{\tau})|} \lambda_{\sigma \circ \tau \circ \sigma'} \).

We need a final definition, that of the coefficient matrix \( H^{-\gamma, \gamma} \). In order to handle error terms in the approximate PSD decomposition, the machinery has to further decompose left
shapes \( \sigma \) as \( \sigma = \sigma_2 \circ \gamma \) where \( \sigma_2 \) and \( \gamma \) are themselves left shapes. In order to capture this operation, the following definitions are needed.

Given a moment matrix \( \Lambda \), define \( \Gamma = \{ \gamma : \gamma \) is a non-trivial left shape with \( U_\gamma, V_\gamma \in I_{\text{mid}} \} \). Moreover, given \( U, V \in I_{\text{mid}} \) such that \( w(U) > w(V) \), define \( \Gamma_{U,V} = \{ \gamma \in \Gamma : U_\gamma \equiv U, V_\gamma \equiv V \} \). Finally, given \( U \in I_{\text{mid}} \), define \( \Gamma_U,= \{ \gamma \in \Gamma : U_\gamma \equiv U \} \).

We finally define the coefficient matrix \( H^{-\gamma,\gamma} \) given the truncation parameter \( D_V \). Given a shape \( \tau \) with \( U_\tau \equiv V_\tau \), left shape \( \gamma \in \Gamma_{*,U_\tau} \) (and therefore, \( \gamma \in \Gamma_{*,V_\tau} \)), and a \( \tau \)-coefficient matrix \( H \), define \( H^{-\gamma,\gamma} \) to be the \((\gamma \circ \tau \circ \gamma^T)\)-coefficient matrix with entries

\[
\bullet \quad H^{-\gamma,\gamma}(\sigma, \sigma') = H(\sigma \circ \gamma, \sigma' \circ \gamma) \text{ if } |V(\sigma \circ \gamma)| \leq D_V \text{ and } |V(\sigma' \circ \gamma)| \leq D_V.
\]

\[
\bullet \quad H^{-\gamma,\gamma}(\sigma, \sigma') = 0 \text{ if } |V(\sigma \circ \gamma)| > D_V \text{ or } |V(\sigma' \circ \gamma)| > D_V.
\]

### 6.1.4 Main theorems

For a problem \( \mathcal{P} \), let \( \Lambda_\mathcal{P} \) be the moment matrix obtained via pseudo-calibration. We then state the conditions that the machinery requires in order to show positivity with high probability. We will use the following notion of distance between coefficient matrices, which will be useful to bound truncation error.

**Definition 6.1.21.** Given a function \( B_{\text{norm}}(\alpha) \), define the distance \( d_{\tau}(H_\tau, H'_\tau) \) between two \( \tau \)-coefficient matrices \( H_\tau \) and \( H'_\tau \) as

\[
d_{\tau}(H_\tau, H'_\tau) = \sum_{\sigma \in \mathcal{L}_U, \sigma' \in \mathcal{L}_V} |H'_\tau(\sigma, \sigma') - H_\tau(\sigma, \sigma')|B_{\text{norm}}(\sigma)B_{\text{norm}}(\tau)B_{\text{norm}}(\sigma')
\]

We also define \( Id_{\text{Sym}} \), which is the SoS-symmetric analogue of the identity matrix. For a matrix index \( A \), denote by \( p_A \) the formal monomial (in terms of the SoS program variables) it corresponds to. Define \( Id_{\text{Sym}} \) to be the matrix such that the rows and columns of \( Id_{\text{Sym}} \).
are indexed by the matrix indices $A, B$ whose index shape is in $\mathcal{I}(A)$ and $Id_{Sym}(A, B) = 1$ if $p_A = p_B$ and $Id_{Sym}(A, B) = 0$ if $p_A \neq p_B$.

We introduce a few more notations about shapes in order to state our parameters. Define $\mathcal{M}'$ to be the set of all shapes $\alpha$ such that $|V(\alpha)| \leq 3D_V$, $\forall e \in E(\alpha), l_e \leq D_E$ and all edges $e \in E(\alpha)$ have multiplicity at most $3D_V$. Note that the latter two conditions are not needed for the setting of Rademacher $G_{n,1/2}$ inputs but they’re needed in the setting of Gaussian inputs. In the setting of Rademacher $G_{n,1/2}$ inputs, for a shape $\alpha$, define $S_\alpha$ to be the leftmost minimum vertex separator of $\alpha$ and define $I_\alpha$ to be the set of vertices in $V(\alpha) \setminus (U_\alpha \cup V_\alpha)$ which are isolated. In the setting of Gaussian $\mathcal{N}(0,1)$ inputs, for a shape $\alpha \in \mathcal{M}'$, define $S_{\alpha,\text{min}}$ to be the leftmost minimum vertex separator of $\alpha$ if all edges with multiplicity at least 2 are deleted. Moreover, define $I_\alpha$ to be the set of vertices in $V(\alpha) \setminus (U_\alpha \cup V_\alpha)$ such that all edges incident with that vertex have multiplicity at least 2.

Choice of parameters in the setting of Rademacher $G_{n,1/2}$ inputs

We first state some parameters we will use in this work and then state the main conditions that are needed for the main theorem statement, which is stated after this.

Let $\varepsilon > 0$ and $D_V, D_E$ be truncation parameters. Define

- $q = 3 \left[ D_V \ln n + \frac{\ln(\frac{1}{\varepsilon})}{3} + D_V \ln 5 + 3D_V^2 \ln 2 \right]$
- $B_{\text{vertex}} = 6D_V \sqrt{2\varepsilon q}$
- $B_{\text{norm}}(\alpha) = B_{\text{vertex}}^{|V(\alpha)\setminus U_\alpha|+|V(\alpha)\setminus V_\alpha|} n \frac{w(V(\alpha))+w(I_\alpha)-w(S_\alpha)}{2}$
- $B(\gamma) = B_{\text{vertex}}^{|V(\gamma)\setminus U_\gamma|+|V(\gamma)\setminus V_\gamma|} n \frac{w(V(\gamma)\setminus U_\gamma)}{2}$
- $N(\gamma) = (3D_V)^2 |V(\gamma)\setminus V_\gamma| + |V(\gamma)\setminus U_\gamma|$
- $c(\alpha) = 100(3D_V)^2 |U_\alpha\setminus V_\alpha| + |V_\alpha\setminus U_\alpha| + 2|E(\alpha)| |V(\alpha)\setminus (U_\alpha \cup V_\alpha)|$
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In our application, as stated earlier, we show SoS lower bounds for degree-$n^\varepsilon$ SoS, where the input size is $n^{O(1)}$. In this setting, we take $D_V, D_E$ to be of the order of $n^{O(\varepsilon)}$. Therefore, for simplicity, we can interpret the parameters as

$$q = n^{O(\varepsilon)}, B_{\text{vertex}} = n^{O(\varepsilon)}, B_{\text{norm}}(\alpha) = n^{O(\varepsilon)}|V(\alpha)|\frac{w(V(\alpha) + w(I_\alpha) - w(S_\alpha))}{2}$$

$$B(\gamma) = n^{O(\varepsilon)}|V(\gamma)|\frac{w(V(\gamma) \setminus U_\gamma)}{2}, N(\gamma) = n^{O(\varepsilon)}|V(\gamma)|, c(\alpha) = n^{O(\varepsilon)}|V(\alpha)|$$

Choice of parameters in the setting of Gaussian inputs on hypergraphs

We now state the parameters needed for the more general statement of the machinery where we have Gaussian inputs on hypergraphs. In this setting, let there be at most $t_{\text{max}}$ types of vertices and let $k$ be the maximum arity of an hyperedge. In the setting of Tensor PCA, we take $t_{\text{max}} = 1$ and in the setting of Sparse PCA, we take $k = t_{\text{max}} = 2$. For all $\varepsilon > 0$ and truncation parameters $D_V, D_E$, define

1. $q = \left[3D_V \ln n + \ln(\frac{1}{\varepsilon}) + (3D_V)^k \ln(D_E + 1) + 3D_V \ln 5\right]$ 
2. $B_{\text{vertex}} = 6qD_V$
3. $B_{\text{edge}}(e) = (400D_V^2D_E^2q)^{l_e}$
4. $B_{\text{norm}}(\alpha) = 2eB_{\text{vertex}}^{\left|V(\alpha) \setminus U_\alpha\right| + \left|V(\alpha) \setminus V_\alpha\right|} \left(\prod_{e \in E(\alpha)} B_{\text{edge}}(e)\right) n^{\frac{w(V(\alpha) + w(I_\alpha) - w(S_{\alpha,\text{min}}))}{2}}$
5. $B(\gamma) = B_{\text{vertex}}^{\left|V(\gamma) \setminus U_\gamma\right| + \left|V(\gamma) \setminus V_\gamma\right|} \left(\prod_{e \in E(\gamma)} B_{\text{edge}}(e)\right) n^{\frac{w(V(\gamma) \setminus U_\gamma)}{2}}$
6. $N(\gamma) = (3D_V)^2|V(\gamma) \setminus U_\gamma| + |V(\gamma) \setminus V_\gamma|$
7. $c(\alpha) = 100(3t_{\text{max}}D_V)|U_\alpha \setminus V_\alpha| + |V_\alpha \setminus U_\alpha| + k|E(\alpha)| (2t_{\text{max}}) |V(\alpha) \setminus (U_\alpha \cup V_\alpha)|$

In our applications, we can interpret the above parameters in a much simpler manner again. More specifically, $k$ is a constant and we work with SoS degree $n^\varepsilon$. Then, we can think
of each vertex or edge of the shape $\alpha$ or $\gamma$ essentially contributing a factor of $n^\varepsilon$. Therefore, we can interpret

$$q = n^{O(\varepsilon)}, B_{\text{vertex}} = n^{O(\varepsilon)}, B_{\text{edge}} = n^{O(\varepsilon)}|E(\alpha)|$$

$$B_{\text{norm}}(\alpha) = n^{O(\varepsilon)(|V(\alpha)| + |E(\alpha)|)} \frac{w(V(\alpha)) + w(I_\alpha) - w(S_{\alpha,\min})}{2}$$

$$B(\gamma) = n^{O(\varepsilon)(|V(\gamma)| + |E(\gamma)|)} \frac{w(V(\gamma)) \setminus U_\gamma}{2}$$

$$N(\gamma) = n^{O(\varepsilon)|V(\gamma)|}, c(\alpha) = n^{O(\varepsilon)(|V(\alpha)| + |E(\alpha)|)}$$

Statement of the machinery

As discussed above, consider the appropriate choice of parameters suited for the problem. Now, we can state our conditions on the problem $\mathcal{P}$ in terms of its correspondingly constructed pseudo-calibrated moment matrix $\Lambda_{\mathcal{P}}$ and coefficient matrices $H_{Id_U}, H_\tau$.

**Definition 6.1.22** (PSD mass). We say that $\mathcal{P}$ satisfies (PSD mass) if for all $U \in \mathcal{I}_{\text{mid}}$, $H_{Id_U} \succeq 0$.

**Definition 6.1.23** (Middle shape bounds). We say that $\mathcal{P}$ satisfies (Middle shape bounds) if for all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$,

$$\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|c(\tau)} H_{Id_U} & B_{\text{norm}}(\tau) H_\tau \\
B_{\text{norm}}(\tau) H_\tau^T & \frac{1}{|\text{Aut}(U)|c(\tau)} H_{Id_U}
\end{bmatrix} \succeq 0$$

**Definition 6.1.24** (Intersection term bounds). For some SoS-symmetric coefficient matrices $\{H'_\gamma : \gamma \in \Gamma\}$, $\mathcal{P}$ satisfies (Intersection term bounds) with respect to them if for all $U, V \in \mathcal{I}_{\text{mid}}$ where $w(U) > w(V)$ and all $\gamma \in \Gamma_{U,V}$,

$$c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H_{Id_V}^{\gamma; \gamma} \preceq H'_\gamma$$
Definition 6.1.25 (Truncation error bounds). For some SoS-symmetric coefficient matrices \( \{H'_\gamma : \gamma \in \Gamma\} \), \( P \) satisfies (Truncation error bounds) with respect to them if the following condition holds: Whenever \( \|M_\alpha\| \leq B_{\text{norm}}(\alpha) \) for all \( \alpha \in \mathcal{M}' \),

\[
\sum_{U \in \mathcal{I}_{mid}} M_{Id_U}^\text{fact}(H_{Id_U}) \geq 6 \left( \sum_{U \in \mathcal{I}_{mid}} \sum_{\gamma \in \Gamma_{U,s}} \frac{d_{Id_U}(H'_\gamma, H_{Id_U})}{|\text{Aut}(U)|c(\gamma)} \right) I_{\text{sym}}
\]

Finally, we can state our main theorem.

Theorem 6.1.26. For all \( \varepsilon > 0 \), if we take the parameters defined above, and we have SoS-symmetric coefficient matrices \( \{H'_\gamma : \gamma \in \Gamma\} \) such that \( P \) satisfies (PSD mass), (Middle shape bounds), (Intersection term bounds) and (Truncation error bounds) then with probability at least \( 1 - \varepsilon \), \( \Lambda_P \succeq 0 \).

In our applications, for problems \( P \) of interest, we pseudo-calibrate, decompose into graph matrices, exhibit the desired conditions on \( P \) and invoke the machinery to prove our lower bounds.

Choice of \( H'_\gamma \) for our applications

In our applications, we choose \( H'_\gamma \) as follows.

1. \( H'_\gamma(\sigma, \sigma') = H_{Id_U}(\sigma, \sigma') \) whenever \( |V(\sigma \circ \gamma)| \leq D_V \) and \( |V(\sigma' \circ \gamma)| \leq D_V \).

2. \( H'_\gamma(\sigma, \sigma') = 0 \) whenever \( |V(\sigma \circ \gamma)| > D_V \) or \( |V(\sigma' \circ \gamma)| > D_V \).

Then, the truncation error that we need to bound is

\[
d_{Id_U}(H_{Id_U}, H'_\gamma) = \sum_{\sigma, \sigma' \in \mathcal{L}_{U,\gamma} : V(\sigma) \leq D_V, V(\sigma') \leq D_V, |V(\sigma \circ \gamma)| > D_V \text{ or } |V(\sigma' \circ \gamma)| > D_V} B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{Id_U}(\sigma, \sigma')
\]
6.2 Qualitative bounds for Planted slightly denser subgraph

6.2.1 Pseudo-calibration

We will pseudo-calibrate with respect the following pair of random and planted distributions which we denote \( \nu \) and \( \mu \) respectively.

- Random distribution \( \nu \): Sample \( G \) from \( G(n, \frac{1}{2}) \)
- Planted distribution \( \mu \): Let \( k \) be an integer and let \( p > \frac{1}{2} \). Sample a graph \( G' \) from \( G(n, \frac{1}{2}) \). Choose a random subset \( S \) of the vertices, where each vertex is picked independently with probability \( \frac{k}{n} \). For all pairs \( i, j \) of vertices in \( S \), rerandomize the edge \((i, j)\) where the probability of \((i, j)\) being in the graph is now \( p \). Set \( G \) to be the resulting graph.

We assume that the input is given as \( G_{i,j} \) for \( i, j \in [n] \) where \( G_{i,j} \) is 1 if the edge \((i, j)\) is present in the graph and \(-1\) otherwise. We work with the Fourier basis \( \chi_E \) defined as \( \chi_E(G) := \prod_{(i,j) \in E} G_{i,j} \). For a subset \( I \subseteq [n] \), define \( x_I := \prod_{i \in I} x_i \).

Lemma 6.2.1. Let \( I \subseteq [n] \), \( E \subseteq \binom{[n]}{2} \). Then,

\[
\mathbb{E}_{\mu}[x_I \chi_E(G)] = \left( \frac{k}{n} \right)^{|I \cup V(E)|} (2p - 1)^{|E|}
\]

Proof. When we sample \((G, S)\) from \( \mu \), we condition on whether \( I \cup V(E) \subseteq S \).

\[
\mathbb{E}_{(G, S) \sim \mu}[x_I \chi_E(G)] = \Pr_{(G, S) \sim \mu}[I \cup V(E) \subseteq S] \mathbb{E}_{(G, S) \sim \mu}[x_I \chi_E(G)|I \cup V(E) \subseteq S]
\]

\[
+ \Pr_{(G, S) \sim \mu}[I \cup V(E) \not\subseteq S] \mathbb{E}_{(G, S) \sim \mu}[x_I \chi_E(G)|I \cup V(E) \not\subseteq S]
\]

We claim that the second term is 0. In particular, \( \mathbb{E}_{(G, S) \sim \mu}[x_I \chi_E(G)|I \cup V(E) \not\subseteq S] = 0 \) because when \( I \cup V(E) \not\subseteq S \), either \( S \) doesn’t contain a vertex in \( I \) or an edge \((i, j) \in E \) is
outside $S$. If $S$ doesn’t contain a vertex in $I$, then $x_I = 0$ and hence, the quantity is $0$. And if an edge $(i, j) \in E$ is outside $S$, since this edge is sampled with probability $\frac{1}{2}$, by taking expectations, the quantity $\mathbb{E}_{(G, S) \sim \mu}[x_{I \cup E}(G)|I \cup V(E) \not\subseteq S]$ is $0$.

Finally, note that $Pr_{(G, S) \sim \mu}[I \cup V(E) \subseteq S] = \left(\frac{k}{n}\right)^{|I \cup V(E)|}$ and

$$\mathbb{E}_{(G, S) \sim \mu}[x_{I \cup E}(G)|I \cup V(E) \subseteq S] = \mathbb{E}_{(G, S) \sim \mu}[\chi_E(G)|V(E) \subseteq S] = (2p - 1)^{|E|}$$

The last equality follows because for each edge $e \in E$, since $e$ is present independently with probability $p$, the expected value of $\chi_e$ is $1 \cdot p + (-1) \cdot (1 - p) = 2p - 1$.

Define the degree of SoS to be $D_{sos} = n^{C_{sos} \varepsilon}$ for some constant $C_{sos} > 0$ that we choose later. And define the truncation parameter to be $D_V = n^{C_V \varepsilon}$ for some constant $C_V > 0$.

**Remark 6.2.2 (Choice of parameters).** We first set $\varepsilon$ to be a sufficiently small constant. Based on this choice, we will set $C_V$ to be a sufficiently small constant to satisfy all the inequalities we use in our proof. Based on these choices, we can choose $C_{sos}$ to be sufficiently small to satisfy the inequalities we use.

We will now describe the decomposition of the moment matrix $\Lambda$.

**Definition 6.2.3.** If a shape $\alpha$ satisfies the following properties:

- $\alpha$ is proper,
- $\alpha$ satisfies the truncation parameter $D_{sos}, D_V$.

then define

$$\lambda_\alpha = \left(\frac{k}{n}\right)^{|V(\alpha)|} (2p - 1)^{|E(\alpha)|}$$

**Corollary 6.2.4.** $\Lambda = \sum \lambda_\alpha M_\alpha$. 
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6.2.2 Qualitative machinery bounds

In this section, we will prove the PSD mass condition and the qualitative versions of the middle shape and intersection term bounds.

**Lemma 6.2.5** (PSD mass). For all \( U \in \mathcal{I}_{\text{mid}} \), \( H_{IdU} \succeq 0 \)

While this is easy to prove directly, we would like to introduce appropriate notation so that this lemma as well as the qualitative bounds to follow are immediate. Therefore, we state the qualitative conditions next and then prove them all together. Now, we define the following quantities which capture the contribution of the vertices within \( \tau, \gamma \) to the Fourier coefficients.

**Definition 6.2.6.** For \( U \in \mathcal{I}_{\text{mid}} \) and \( \tau \in \mathcal{M}_U \), define \( S(\tau) = \left( \frac{k}{n} \right)^{2} |V(\tau)| - |U_\tau| \cdot (2p - 1) |E(\tau)| \). And for all \( U, V \in \mathcal{I}_{\text{mid}} \) where \( w(U) > w(V) \) and \( \gamma \in \Gamma_{U,V} \), define \( S(\gamma) = \left( \frac{k}{n} \right)^{2} |V(\gamma)| - \frac{|U_\gamma| + |V_\gamma|}{2} \cdot (2p - 1) |E(\gamma)| \).

We can now state our qualitative bounds, which we prove shortly.

**Lemma 6.2.7** (Qualitative middle shape bounds). For all \( U \in \mathcal{I}_{\text{mid}} \) and \( \tau \in \mathcal{M}_U \),

\[
\begin{bmatrix}
S(\tau) & H_{\tau} \\
\left|\text{Aut}(U)\right| H_{IdU} & S(\tau)
\end{bmatrix} \geq 0
\]

In the following qualitative intersection term bounds, we use the canonical definition of \( H'_{\gamma} \) from Section 6.1.4.

**Lemma 6.2.8** (Qualitative intersection term bounds). For all \( U, V \in \mathcal{I}_{\text{mid}} \) where \( w(U) > w(V) \) and all \( \gamma \in \Gamma_{U,V} \),

\[
\frac{|\text{Aut}(V)|}{|\text{Aut}(U)|} \cdot \frac{1}{S(\gamma)^2} H_{IdV}^{-\gamma,\gamma} = H'_{\gamma}
\]

In order to prove these bounds, we define the following quantity to capture the contribution of the vertices within \( \sigma \) to the Fourier coefficients.
Definition 6.2.9. For a shape $\sigma \in \mathcal{L}$, define $T(\sigma) = \left( \frac{k}{2} \right) |V(\sigma)| - \frac{|V_{\gamma}|}{2} (2p - 1)|E(\sigma)|$. For $U \in \mathcal{I}_{\text{mid}}$, define $v_U$ to be the vector indexed by $\sigma \in \mathcal{L}$ such that $v_U(\sigma) = T(\sigma)$ if $\sigma \in \mathcal{L}_U$ and 0 otherwise.

The following propositions are immediate from Definition 6.2.3.

Proposition 6.2.10. For all $U \in \mathcal{I}_{\text{mid}}, \rho \in \mathcal{P}_U$, $H_{Id_U} = \frac{1}{|\text{Aut}(U)|} v_U v_U^T$.

Proposition 6.2.11. For any $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, $H_\tau = \frac{1}{|\text{Aut}(U)|^2} S(\tau) v_U v_U^T$.

The first proposition implies that for all $U \in \mathcal{I}_{\text{mid}}$, $H_{Id_U} \succeq 0$, which is the PSD mass condition Lemma 6.2.5. Lemma 6.2.7 and Lemma 6.2.8 also follow easily.

Proof of Lemma 6.2.7.

\[
\begin{bmatrix}
\frac{S(\tau)}{|\text{Aut}(U)|} H_{Id_U} & H_\tau \\
H_\tau^T & \frac{S(\tau)}{|\text{Aut}(U)|} H_{Id_U}
\end{bmatrix}
= \begin{bmatrix}
\frac{S(\tau)}{|\text{Aut}(U)|} v_U v_U^T & \frac{S(\tau)}{|\text{Aut}(U)|^2} v_U v_U^T \\
\frac{S(\tau)}{|\text{Aut}(U)|^2} v_U v_U^T & \frac{S(\tau)}{|\text{Aut}(U)|} v_U v_U^T
\end{bmatrix} \succeq 0
\]

Proof of Lemma 6.2.8. Fix $\sigma, \sigma' \in \mathcal{L}_U$ such that $|V(\sigma \circ \gamma)|, |V(\sigma' \circ \gamma)| \leq D_V$. Note that $|V(\sigma)| - \frac{|V_{\gamma}|}{2} + |V(\sigma')| - \frac{|V_{\gamma'}|}{2} + 2(|V(\gamma)| - \frac{|U_{\gamma}| + |V_{\gamma}|}{2}) = |V(\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T)|$. Using Definition 6.2.3, we can easily verify that $\lambda_{\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T} = T(\sigma) T(\sigma') S(\gamma)^2$. Therefore, we have $H_{Id_V}^{-\gamma;\gamma}(\sigma, \sigma') = \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} S(\gamma)^2 H_{Id_U}(\sigma, \sigma')$. Since $H_{Id_U}(\sigma, \sigma') = H_{Id_U}(\sigma, \sigma')$ whenever $|V(\sigma \circ \gamma)|, |V(\sigma' \circ \gamma)| \leq D_V$, this completes the proof.

6.3 Qualitative bounds for Tensor PCA

6.3.1 Pseudo-calibration

Definition 6.3.1 (Slack parameter). Define the slack parameter to be $\Delta = n^{-C_\Delta}$ for a constant $C_\Delta > 0$. 
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We will pseudo-calibrate with respect to the following pair of random and planted distributions which we denote \( \nu \) and \( \mu \) respectively.

- Random distribution \( \nu \): Sample \( A \) from \( \mathcal{N}(0, I_{[n]k}) \).

- Planted distribution \( \mu \): Let \( \lambda, \Delta > 0 \). Sample \( u \) from \( \{-\sqrt{\Delta/n}, 0, \sqrt{\Delta/n}\}^n \) where the values are taken with probabilities \( \frac{\Delta}{2}, 1 - \Delta, \frac{\Delta}{2} \) respectively. Then sample \( B \) from \( \mathcal{N}(0, I_{[n]k}) \). Set \( A = B + \lambda u \otimes k \).

Let the Hermite polynomials be \( h_0(x) = 1, h_1(x) = x, h_2(x) = x^2 - 1, \ldots \). For \( a \in \mathbb{N}^{[n]k} \) and variables \( A_e \) for \( e \in [n]^k \), define \( h_a(A) := \prod_{e \in [n]^k} h_e(A_e) \). We will work with this Hermite basis.

**Lemma 6.3.2.** Let \( I \in \mathbb{N}^n, a \in \mathbb{N}^{[n]k} \). For \( i \in [n] \), let \( d_i = \sum_{i \in e \in [n]^k} a_e \). Let \( c \) be the number of \( i \) such that \( I_i + d_i \) is nonzero. Then, if \( I_i + d_i \) are all even, we have

\[
\mathbb{E}_\mu[u^I h_a(A)] = \Delta^c \left( \frac{1}{\sqrt{\Delta n}} \right)^{|I|} \prod_{e \in [n]^k} \left( \frac{\lambda}{(\Delta n)^{k/2}} \right)^{a_e}
\]

Else, \( \mathbb{E}_\mu[u^I h_a(v)] = 0 \).

**Proof.** When \( A \sim \mu \), for all \( e \in [n]^k \), we have \( A_e = B_e + \lambda \prod_{i \leq k} u_{e_i} \) where \( B_e \sim \mathcal{N}(0, 1) \).

Let’s analyze when the required expectation is nonzero. We can first condition on \( u \) and use the fact that for a fixed \( t \), \( \mathbb{E}_{g \sim \mathcal{N}(0,1)}[h_k(g + t)] = t^k \) to obtain

\[
\mathbb{E}_{(u_i, w_e) \sim \mu}[u^I h_a(A)] = \mathbb{E}_{(u_i) \sim \mu}[u^I \prod_{e \in [n]^k} (\lambda \prod_{i \leq k} u_{e_i})^{a_e}] = \mathbb{E}_{(u_i) \sim \mu}[\prod_{i \in [n]} u_{I_i + d_i}] \prod_{e \in [n]^k} \lambda^{a_e}
\]

Observe that this is nonzero precisely when all \( I_i + d_i \) are even, in which case

\[
\mathbb{E}_{(u_i) \sim \mu}[\prod_{i \in [n]} u_{I_i + d_i}] = \Delta^c \left( \frac{1}{\sqrt{\Delta n}} \right)^{\sum_{i \leq n} I_i + d_i} = \Delta^c \left( \frac{1}{\sqrt{\Delta n}} \right)^{|I|} \prod_{e \in [n]^k} \left( \frac{1}{(\Delta n)^{k/2}} \right)^{a_e}
\]
where we used the fact that \( \sum_{e \in [n]^k} a_e = k \sum_{i \in [n]} d_i \). This completes the proof. \( \blacksquare \)

Define the degree of SoS to be \( D_{\text{sos}} = n^{C_{\text{sos}} \varepsilon} \) for some constant \( C_{\text{sos}} > 0 \) that we choose later. And define the truncation parameters to be \( D_V = n^{C_V \varepsilon}, D_E = n^{C_E \varepsilon} \) for some constants \( C_V, C_E > 0 \).

**Remark 6.3.3 (Choice of parameters).** We first set \( \varepsilon \) to be a sufficiently small constant. Based on the choice of \( \varepsilon \), we will set the constant \( C_\Delta > 0 \) sufficiently small so that the planted distribution is well defined. Based on these choices, just as in Remark 6.2.2 we choose \( C_V, C_E, C_{\text{sos}} \) in that order.

The underlying graphs for the graph matrices have the following structure; There will be \( n \) vertices of a single type and the edges will be ordered hyperedges of arity \( k \). For the analysis of Tensor PCA, we will use the following notation.

- For an index shape \( U \) and a vertex \( i \), define \( \deg^U(i) \) as follows: If \( i \in V(U) \), then it is the power of the unique index shape piece \( A \in U \) such that \( i \in V(A) \). Otherwise, it is 0.

- For an index shape \( U \), define \( \deg(U) = \sum_{i \in V(U)} \deg^U(i) \). This is also the degree of the monomial that \( U \) corresponds to.

- For a shape \( \alpha \) and vertex \( i \) in \( \alpha \), let \( \deg^\alpha(i) = \sum_{i \in e \in E(\alpha)} l_e \).

- For any shape \( \alpha \), let \( \deg(\alpha) = \deg(U_\alpha) + \deg(V_\alpha) \).

We will now describe the decomposition of the moment matrix \( \Lambda \).

**Definition 6.3.4.** If a shape \( \alpha \) satisfies the following properties:

- \( \deg^\alpha(i) + \deg^U_\alpha(i) + \deg^V_\alpha(i) \) is even for all \( i \in V(\alpha) \),
- \( \alpha \) is proper,
• $\alpha$ satisfies the truncation parameters $D_{\text{sos}}, D_V, D_E$.

then define

$$
\lambda_\alpha = \Delta^{|V(\alpha)|} \left( \frac{1}{\sqrt{\Delta n}} \right)^{\deg(\alpha)} \prod_{e \in E(\alpha)} \left( \frac{\lambda}{(\Delta n)^{\frac{\epsilon}{2}}} \right)^{l_e}
$$

Otherwise, define $\lambda_\alpha = 0$.

**Corollary 6.3.5.** $\Lambda = \sum \lambda_\alpha M_\alpha$.

### 6.3.2 Qualitative machinery bounds

Just as in planted slightly denser subgraph, we prove the PSD mass condition and the qualitative middle shape and intersection term bounds, by first stating them and then introducing appropriate notation to prove them all in a unified manner.

**Lemma 6.3.6 (PSD mass).** For all $U \in \mathcal{I}_{\text{mid}}$, $H_{I_{du}} \succeq 0$

We define the following quantities to capture the contribution of the vertices within $\tau, \gamma$ to the Fourier coefficients.

**Definition 6.3.7.** For $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, if $\deg(\tau(i))$ is even for all vertices $i \in V(\tau) \setminus U_\tau \setminus V_\tau$, define

$$
S(\tau) = \Delta^{|V(\tau)|-|U_\tau|} \prod_{e \in E(\tau)} \left( \frac{\lambda}{(\Delta n)^{\frac{\epsilon}{2}}} \right)^{l_e}
$$

Otherwise, define $S(\tau) = 0$. For all $U, V \in \mathcal{I}_{\text{mid}}$ where $w(U) > w(V)$ and $\gamma \in \Gamma_{U,V}$, if $\deg(\gamma(i))$ is even for all vertices $i$ in $V(\gamma) \setminus U_\gamma \setminus V_\gamma$, define

$$
S(\gamma) = \Delta^{|V(\gamma)|-|U_\gamma|+|V_\gamma|} \prod_{e \in E(\gamma)} \left( \frac{\lambda}{(\Delta n)^{\frac{\epsilon}{2}}} \right)^{l_e}
$$

Otherwise, define $S(\gamma) = 0$. 
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We now state the qualitative bounds in terms of these quantities.

**Lemma 6.3.8** (Qualitative middle shape bounds). For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$,
\[
\begin{bmatrix}
\frac{S(\tau)}{|\text{Aut}(U)|} H_{IdU} & H_{\tau} \\
H_{\tau}^T & \frac{S(\tau)}{|\text{Aut}(U)|} H_{IdU}
\end{bmatrix} \succeq 0
\]

We again use the canonical definition of $H'_\gamma$ from Section 6.1.4.

**Lemma 6.3.9** (Qualitative intersection term bounds). For all $U, V \in \mathcal{I}_{\text{mid}}$ where $w(U) > w(V)$ and all $\gamma \in \Gamma_{U,V}$,
\[
\left|\text{Aut}(V)\right| \cdot \frac{1}{\left|\text{Aut}(U)\right|} \frac{S(\gamma)^2}{S(\gamma)} H_{IdV}^{-\gamma,\gamma} \preceq H'_\gamma
\]

Proof of PSD mass condition

We introduce some notation which makes it easy to show the qualitative bounds and which also sheds light on the structure of the coefficient matrices. When we compose shapes $\sigma, \sigma'$, from Definition 6.3.4, in order for $\lambda_{\sigma \circ \sigma'}$ to be nonzero, observe that all vertices $i$ in $\lambda_{\sigma \circ \sigma'}$ should have $\deg_{U \circ \sigma'}(i) + \deg_{\sigma}(i)$ to be even. To partially capture this notion conveniently, we will introduce the notion of parity vectors.

**Definition 6.3.10.** Define a parity vector $\rho$ to be a vector whose entries are in $\{0, 1\}$. For $U \in \mathcal{I}_{\text{mid}}$, define $\mathcal{P}_U$ to be the set of parity vectors $\rho$ whose coordinates are indexed by $U$.

**Definition 6.3.11.** For a left shape $\sigma$, define $\rho_\sigma \in \mathcal{P}_{V_\sigma}$, called the parity vector of $\sigma$, to be the parity vector such that for each vertex $i \in V_\sigma$, the $i$-th entry of $\rho_\sigma$ is the parity of $\deg_{U \sigma}(i) + \deg_{\sigma}(i)$, that is $\rho_\sigma_i \equiv \deg_{U \sigma}(i) + \deg_{\sigma}(i) \pmod{2}$. For $U \in \mathcal{I}_{\text{mid}}$ and $\rho \in \mathcal{P}_U$, let $\mathcal{L}_{U,\rho}$ be the set of all left shapes $\sigma \in \mathcal{L}_U$ such that $\rho_\sigma = \rho$, that is, the set of all left shapes with parity vector $\rho$.

For a shape $\tau$, for a $\tau$ coefficient matrix $H_{\tau}$ and parity vectors $\rho \in \mathcal{P}_{U_{\tau}}, \rho' \in \mathcal{P}_{V_{\tau}}$, define
the $\tau$-coefficient matrix $H_{\tau,\rho,\rho'}$ as $H_{\tau,\rho,\rho'}(\sigma, \sigma') = H_\tau(\sigma, \sigma')$ if $\sigma \in \mathcal{L}_{U_\tau,\rho}, \sigma' \in \mathcal{L}_{V_\tau,\rho'}$ and 0 otherwise. The following proposition is immediate.

**Proposition 6.3.12.** For any shape $\tau$ and $\tau$-coefficient matrix $H_\tau$, we have the equality

$$H_\tau = \sum_{\rho \in \mathcal{P}_{U_\tau,\rho}, \rho' \in \mathcal{P}_{V_\tau}} H_{\tau,\rho,\rho'}$$

**Proposition 6.3.13.** For any $U \in \mathcal{I}_{\text{mid}}$, $H_{Id_U} = \sum_{\rho \in \mathcal{P}_U} H_{Id_U,\rho,\rho}$

**Proof.** For any $\sigma, \sigma' \in \mathcal{L}_U$, using Definition 6.3.4, note that in order for $H_{Id_U}(\sigma, \sigma')$ to be nonzero, we must have $\rho_\sigma = \rho_{\sigma'}$.

We define the following quantity to capture the contribution of the vertices within $\sigma$ to the Fourier coefficients.

**Definition 6.3.14.** For a shape $\sigma \in \mathcal{L}$, if $\text{deg}^\sigma(i) + \text{deg}^U(\sigma) \text{ is even for all vertices } i \in V(\sigma) \setminus V_\sigma$, define

$$T(\sigma) = \Delta|V(\sigma)|^{-\frac{|V_\sigma|}{2}} \left(\frac{1}{\sqrt{\Delta n}}\right)^{\text{deg}(U_\sigma)} \prod_{e \in E(\sigma)} \left(\frac{\lambda}{(\Delta n)^{\frac{k}{2}}}\right)^{t_e}$$

Otherwise, define $T(\sigma) = 0$. For $U \in \mathcal{I}_{\text{mid}}$ and $\rho \in \mathcal{P}_U$, define $v_\rho$ to be the vector indexed by $\sigma \in \mathcal{L}$ such that $v_\rho(\sigma)$ is $T(\sigma)$ if $\sigma \in \mathcal{L}_{U,\rho}$ and 0 otherwise.

With this notation, the PSD mass condition is easily shown.

**Proof of the PSD mass condition Lemma 6.3.6.** For all $U \in \mathcal{I}_{\text{mid}}, \rho \in \mathcal{P}_U$, Definition 6.3.4 implies $H_{Id_U,\rho,\rho} = \frac{1}{|\text{Aut}(U)|} v_\rho v_\rho^T$. Therefore,

$$H_{Id_U} = \sum_{\rho \in \mathcal{P}_U} H_{Id_U,\rho,\rho} = \frac{1}{|\text{Aut}(U)|} \sum_{\rho \in \mathcal{P}_U} v_\rho v_\rho^T \succeq 0$$

\[\blacksquare\]
Qualitative middle shape bounds

The next proposition captures the fact that when we compose shapes \( \sigma, \tau, \sigma' T \), in order for \( \lambda_{\sigma \circ \tau \circ \sigma'} T \) to be nonzero, the parities of the degrees of the merged vertices should add up correspondingly.

**Proposition 6.3.15.** For all \( U \in \mathcal{I}_{mid} \) and \( \tau \in \mathcal{M}_U \), there exist two sets of parity vectors \( P_\tau, Q_\tau \subseteq \mathcal{P}_U \) and a bijection \( \pi : P_\tau \to Q_\tau \) such that

\[
H_\tau = \sum_{\rho \in P_\tau} H_{\tau, \rho, \pi(\rho)}.
\]

**Proof.** Using Definition 6.3.4, in order for \( H_\tau(\sigma, \sigma') \) to be nonzero, in \( \sigma \circ \tau \circ \sigma' T \), we must have that for all \( i \in U_\tau \cup V_\tau \), \( \deg_U(\sigma)(i) + \deg_U(\sigma')(i) + \deg_{\tau \circ \sigma'} T(i) \) must be even. In other words, for any \( \rho \in \mathcal{P}_U \), there is at most one \( \rho' \in \mathcal{P}_U \) such that if we take \( \sigma \in \mathcal{L}_{U, \rho}, \sigma' \in \mathcal{L}_U \) with \( H_\tau(\sigma, \sigma') \) nonzero, then the parity of \( \sigma' \) is \( \rho' \). Also, observe that \( \rho' \) determines \( \rho \). We then take \( P_\tau \) to be the set of \( \rho \) such that \( \rho' \) exists, \( Q_\tau \) to be the set of \( \rho' \) and in this case, we define \( \pi(\rho) = \rho' \).

A straightforward verification of the conditions of Definition 6.3.4 implies the following proposition.

**Proposition 6.3.16.** For any \( U \in \mathcal{I}_{mid} \) and \( \tau \in \mathcal{M}_U \), suppose we take \( \rho \in P_\tau \). Let \( \pi \) be the bijection from Proposition 6.3.15 so that \( \pi(\rho) \in Q_\tau \). Then,

\[
H_{\tau, \rho, \pi(\rho)} = \frac{1}{|\text{Aut}(U)|^2} S(\tau)v_{\rho'}H_\tau^T\pi(\rho).
\]

We can now prove the qualitative middle shape bounds.

**Proof of the qualitative middle shape bounds Lemma 6.3.8.** Let \( P_\tau, Q_\tau, \pi \) be from Proposition 6.3.15. For \( \rho, \rho' \in \mathcal{P}_U \), let \( W_{\rho, \rho'} = v_{\rho}(v_{\rho'})^T \). Then,

\[
H_{Id_U} = \frac{1}{|\text{Aut}(U)|} \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \quad \text{and} \quad H_\tau = \sum_{\rho \in P_\tau} H_{\tau, \rho, \pi(\rho)} = \frac{1}{|\text{Aut}(U)|^2} S(\tau) \sum_{\rho \in P_\tau} W_{\rho, \pi(\rho)}.
\]

We have

\[
\begin{bmatrix}
S(\tau) \quad H_{Id_U} \\
H_\tau^T \quad S(\tau) \quad H_{Id_U}
\end{bmatrix} = \frac{S(\tau)}{|\text{Aut}(U)|^2} \begin{bmatrix}
\sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} & \sum_{\rho \in P_\tau} W_{\rho, \pi(\rho)} \\
\sum_{\rho \in P_\tau} W_{\rho, \pi(\rho)} & \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho}
\end{bmatrix}
\]
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Since $\frac{S(\tau)}{|Aut(U)|^2} \geq 0$, it suffices to prove that
\[
\begin{bmatrix}
\sum_{\rho \in P_U} W_{\rho,\rho} & \sum_{\rho \in P_\tau} W_{\rho,\pi(\rho)} \\
\sum_{\rho \in P_\tau} W^T_{\rho,\pi(\rho)} & \sum_{\rho \in P_U} W_{\rho,\rho}
\end{bmatrix} \succeq 0.
\]
Consider
\[
\begin{bmatrix}
\sum_{\rho \in P_U} W_{\rho,\rho} & \sum_{\rho \in P_\tau} W_{\rho,\pi(\rho)} \\
\sum_{\rho \in P_\tau} W^T_{\rho,\pi(\rho)} & \sum_{\rho \in P_U} W_{\rho,\rho}
\end{bmatrix} = \begin{bmatrix}
\sum_{\rho \in P_U \setminus P_\tau} W_{\rho,\rho} & 0 \\
0 & \sum_{\rho \in P_U \setminus Q_\tau} W_{\rho,\rho}
\end{bmatrix} + \begin{bmatrix}
\sum_{\rho \in P_\tau} W_{\rho,\rho} & \sum_{\rho \in P_\tau} W_{\rho,\pi(\rho)} \\
\sum_{\rho \in P_\tau} W^T_{\rho,\pi(\rho)} & \sum_{\rho \in P_\tau} W_{\pi(\rho),\pi(\rho)}
\end{bmatrix}
\]

We have $\sum_{\rho \in P_U \setminus P_\tau} W_{\rho,\rho} = \sum_{\rho \in P_U \setminus P_\tau} v_\rho v_\rho^T \succeq 0$. Similarly, $\sum_{\rho \in P_U \setminus Q_\tau} W_{\rho,\rho} \succeq 0$ and so, the first term in the above expression, $\begin{bmatrix}
\sum_{\rho \in P_U \setminus P_\tau} W_{\rho,\rho} & 0 \\
0 & \sum_{\rho \in P_U \setminus Q_\tau} W_{\rho,\rho}
\end{bmatrix}$ is positive semidefinite. For the second term,
\[
\begin{bmatrix}
\sum_{\rho \in P_\tau} W_{\rho,\rho} & \sum_{\rho \in P_\tau} W_{\rho,\pi(\rho)} \\
\sum_{\rho \in P_\tau} W^T_{\rho,\pi(\rho)} & \sum_{\rho \in P_\tau} W_{\pi(\rho),\pi(\rho)}
\end{bmatrix} = \sum_{\rho \in P_\tau} \begin{bmatrix}
W_{\rho,\rho} & W_{\rho,\pi(\rho)} \\
W^T_{\rho,\pi(\rho)} & W_{\pi(\rho),\pi(\rho)}
\end{bmatrix} = \sum_{\rho \in P_\tau} \begin{bmatrix}
v_\rho v_\rho^T & v_\rho(v_\pi(\rho))^T \\
v_\pi(\rho)(v_\rho)^T & v_\pi(\rho)(v_\pi(\rho))^T
\end{bmatrix} = \sum_{\rho \in P_\tau} \begin{bmatrix}
v_\rho \\
v_\pi(\rho)
\end{bmatrix} \begin{bmatrix}
v_\rho \\
v_\pi(\rho)
\end{bmatrix} \succeq 0
\]
Qualitative intersection term bounds

Similar to Proposition 6.3.15, the next proposition captures the fact that when we compose shapes $\sigma, \gamma, \gamma^T, \sigma'^T$, in order for $\lambda_{\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T}$ to be nonzero, the parities of the degrees of the merged vertices should add up correspondingly.

We use the following notation. For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for $\gamma \in \Gamma_{U,V}$ and parity vectors $\rho, \rho' \in \mathcal{P}_U$, define the $\gamma \circ \gamma^T$-coefficient matrix $H_{Id_V, \rho, \rho'}^{\gamma \gamma}$ as $H_{Id_V, \rho, \rho'}^{\gamma \gamma}(\sigma, \sigma') = H_{Id_V}^{\gamma \gamma}(\sigma, \sigma')$ if $\sigma \in \mathcal{L}_{U, \rho}, \sigma' \in \mathcal{L}_{U, \rho'}$ and 0 otherwise.

**Proposition 6.3.17.** For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for all $\gamma \in \Gamma_{U,V}$, there exists a set of parity vectors $P_\gamma \subseteq \mathcal{P}_U$ such that $H_{Id_V}^{\gamma \gamma} = \sum_{\rho \in P_\gamma} H_{Id_V, \rho, \rho'}^{\gamma \gamma}$.

**Proof.** Take any $\rho \in \mathcal{P}_U$. For $\sigma \in \mathcal{L}_{U, \rho}, \sigma' \in \mathcal{L}_U$, since $H_{Id_V, \rho, \rho'}^{\gamma \gamma}(\sigma, \sigma') = \frac{\lambda_{\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T}}{|\text{Aut}(V)|}$, $H_{Id_V}^{\gamma \gamma}(\sigma, \sigma')$ is nonzero precisely when $\lambda_{\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T}$ is nonzero. For this quantity to be nonzero, using Definition 6.3.4, we get that it is necessary, but not sufficient, that the parity vector of $\sigma'$ must also be $\rho$. And also observe that there exists a set $P_\gamma$ of parity vectors $\rho$ for which $H_{Id_V, \rho, \rho'}^{\gamma \gamma}$ is nonzero and their sum is precisely $H_{Id_V}^{\gamma \gamma}$. $\blacksquare$

For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for all $\gamma \in \Gamma_{U,V}$ and parity vector $\rho \in \mathcal{P}_U$, define the matrix $H_{\gamma, \rho, \rho}'$ as $H_{\gamma, \rho, \rho}'(\sigma, \sigma') = H_{\gamma}(\sigma, \sigma')$ if $\sigma, \sigma' \in \mathcal{L}_{U, \rho}$ and 0 otherwise. The following proposition is immediate from the definition.

**Proposition 6.3.18.** For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for $\gamma \in \Gamma_{U,V}$, $H_{\gamma}' = \sum_{\rho \in P_\gamma} H_{\gamma, \rho, \rho}'$.

**Proposition 6.3.19.** For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for all $\gamma \in \Gamma_{U,V}$ and $\rho \in P_\gamma$,

$$H_{Id_V, \rho, \rho}'^{\gamma \gamma} = \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} S(\gamma)^2 H_{\gamma, \rho, \rho}'$$

**Proof.** Fix $\sigma, \sigma' \in \mathcal{L}_{U, \rho}$ such that $|V(\sigma \circ \gamma)|, |V(\sigma' \circ \gamma)| \leq D_V \gamma$. Note that $|V(\sigma)| - \frac{|V_{\gamma}|}{2} + |V(\sigma')| - \frac{|V_{\gamma}|}{2} + 2(|V(\gamma)| - \frac{|U_{\gamma}| + |V_{\gamma}|}{2}) = |V(\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T)|$. Using Definition 6.3.4,
we can easily verify that $\lambda_{\sigma \circ \gamma \circ T \circ \sigma' T} = T(\sigma)T(\sigma')S(\gamma)^2$. Therefore, $H_{IdV, \rho, \rho}(\sigma, \sigma') = \frac{|Aut(U)|}{|Aut(V)|} S(\gamma)^2 H_{IdU, \rho, \rho}(\sigma, \sigma')$. Since $H'_{\gamma, \rho, \rho}(\sigma, \sigma') = H_{IdU, \rho, \rho}(\sigma, \sigma')$ whenever we have $|V(\sigma \circ \gamma)|, |V(\sigma' \circ \gamma)| \leq D_V$, this completes the proof.

With this, we can prove the qualitative intersection term bounds.

Proof of qualitative intersection term bounds Lemma 6.3.9. We have

$$\frac{|Aut(V)|}{|Aut(U)|} \cdot \frac{1}{S(\gamma)^2} H_{IdV}^{\gamma, \gamma} = \sum_{\rho \in P_{\gamma}} \frac{|Aut(V)|}{|Aut(U)|} \cdot \frac{1}{S(\gamma)^2} H_{IdV, \rho, \rho}^{\gamma, \gamma} = \sum_{\rho \in P_{\gamma}} H'_{\gamma, \rho, \rho} \preceq \sum_{\rho \in P_{U}} H'_{\gamma, \rho, \rho} = H'_{\gamma}$$

where we used the fact that for all $\rho \in P_{U}$, we have $H'_{\gamma, \rho, \rho} \succeq 0$.

### 6.4 Qualitative bounds for Sparse PCA

#### 6.4.1 Pseudo-calibration

**Definition 6.4.1** (Slack parameter). Define the slack parameter to be $\Delta = d^{-C_{\Delta} \epsilon}$ for a constant $C_{\Delta} > 0$.

We will pseudo-calibrate with respect the following pair of random and planted distributions which we denote $\nu$ and $\mu$ respectively.

- **Random distribution $\nu$:** $v_1, \ldots, v_m$ are sampled from $\mathcal{N}(0, I_d)$ and we take $S$ to be the $m \times d$ matrix with rows $v_1, \ldots, v_m$.

- **Planted distribution $\mu$:** Sample $u$ from $\{ -\frac{1}{\sqrt{k}}, 0, \frac{1}{\sqrt{k}} \}^d$ where the values are taken with probabilities $\frac{k}{2d}, 1 - \frac{k}{d}, \frac{k}{2d}$ respectively. Then sample $v_1, \ldots, v_m$ as follows. For each $i \in [m]$, with probability $\Delta$, sample $v_i$ from $\mathcal{N}(0, I_d + \lambda uu^T)$ and with probability $1 - \Delta$, sample $v_i$ from $\mathcal{N}(0, I_d)$. Finally, take $S$ to be the $m \times d$ matrix with rows $v_1, \ldots, v_m$.  
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We will again work with the Hermite basis of polynomials. For \( a \in \mathbb{N}^{m \times d} \) and variables \( v_{i,j} \) for \( i \in [m], j \in [n] \), define \( h_a(v) := \prod_{i \in [m], j \in [n]} h_{a_{i,j}}(v_{i,j}) \). For a nonnegative integer \( t \), define \( t!! = \frac{(2t)!}{t!2^t} = 1 \times 3 \times \ldots \times t \) if \( t \) is odd and 0 otherwise.

**Lemma 6.4.2.** Let \( I \in \mathbb{N}^d, a \in \mathbb{N}^{m \times d} \). For \( i \in [m] \), let \( e_i = \sum_{j \in [d]} a_{i,j} \) and for \( j \in [d] \), let \( f_j = I_j + \sum_{i \in [m]} a_{i,j} \). Let \( c_1 \) (resp. \( c_2 \)) be the number of \( i \) (resp. \( j \)) such that \( e_i > 0 \) (resp. \( f_j > 0 \)). Then, if \( e_i, f_j \) are all even, we have

\[
\mathbb{E}_{\mu}[u^I h_a(v)] = \left( \frac{1}{\sqrt{k}} \right)^{|I|} \left( \frac{k}{d} \right)^{c_2} \prod_{i \in [m]} \Delta^{c_1} \prod_{i,j} (e_i - 1)!! \frac{\sqrt{a_{ij}}}{\sqrt{k}^{a_{ij}}}
\]

Else, \( \mathbb{E}_{\mu}[u^I h_a(v)] = 0 \).

**Proof.** \( v_1, \ldots, v_m \sim \mu \) can be written as \( v_i = g_i + \sqrt{b_i} l_i u \) where \( g_i \sim \mathcal{N}(0, I_d), l_i \sim \mathcal{N}(0, 1), b_i \in \{0, 1\} \) where \( b_i = 1 \) with probability \( \Delta \). Let’s analyze when the required expectation is nonzero. We can first condition on \( b_i, l_i, u \) and use the fact that for a fixed \( t \),

\[
\mathbb{E}_{g \sim \mathcal{N}(0, 1)}[h_k(g + t)] = t^k
\]
to obtain

\[
\mathbb{E}_{(u, l, v, g) \sim \mu} [u^I h_a(v)] = \mathbb{E}_{(u, l, b) \sim \mu} [u^I \prod_{i,j} (\sqrt{b_i} l_i u)^{a_{ij}}]
\]

\[
= \mathbb{E}_{(u, l, b) \sim \mu} [\prod_{i \in [m]} (b_i l_i)^{e_i} \prod_{j \in [d]} u_{f_j}^{f_j} \prod_{i,j} \sqrt{a_{ij}}]
\]

For this to be nonzero, the set of \( c_1 \) indices \( i \) such that \( e_i > 0 \), should not have been resampled otherwise \( b_i = 0 \), each of which happens independently with probability \( \Delta \). And the set of \( c_2 \) indices \( j \) such that \( f_j > 0 \) should have been such that \( u_j \) is nonzero, each of which happens independently with probability \( \frac{k}{d} \). Since \( l_i, u_j \) are have zero expectation in \( \nu \), we need \( e_i, f_j \) to be even. The expectation then becomes

\[
\Delta^{c_1} \left( \frac{k}{d} \right)^{c_2} \mathbb{E}_{(u, l) \sim \mu} \prod_{i \in [m]} l_i^{e_i} \prod_{j \in [d]} u_{f_j}^{f_j} \prod_{i,j} \sqrt{a_{ij}} = \left( \frac{1}{\sqrt{k}} \right)^{|I|} \left( \frac{k}{d} \right)^{c_2} \Delta^{c_1} \prod_{i \in [m]} (e_i - 1)!! \prod_{i,j} \frac{\sqrt{a_{ij}}}{\sqrt{k}^{a_{ij}}}
\]

The last equality follows because, for each \( j \) such that \( u_j \) is nonzero, we have \( u_j^t = (\frac{1}{\sqrt{k}})^t \)
and \( \mathbb{E}_{g \sim \mathcal{N}(0,1)}[g^t] = (t - 1)!! \) if \( t \) is even.

Define the degree of SoS to be \( D_{\text{sos}} = d^{C_{\text{sos}} \varepsilon} \) for some constant \( C_{\text{sos}} > 0 \) that we choose later. Define the truncation parameters to be \( D_{V} = d^{C_{V} \varepsilon}, D_{E} = d^{C_{E} \varepsilon} \) for some constants \( C_{V}, C_{E} > 0 \). Regarding the choice of parameters, although we are working with a different problem, Remark 6.3.3 directly applies.

The underlying graphs for the graph matrices have the following structure: There will be two types of vertices - \( d \) type 1 vertices corresponding to the dimensions of the space and \( m \) type 2 vertices corresponding to the different input vectors. The shapes will correspond to bipartite graphs with edges going between across of different types. For the analysis of Sparse PCA, we will use the following notation.

- For a shape \( \alpha \) and type \( t \in \{1, 2\} \), let \( V_t(\alpha) \) denote the vertices of \( V(\alpha) \) that are of type \( t \). Let \( |\alpha|_t = |V_t(\alpha)| \).
- For an index shape \( U \) and a vertex \( i \), define \( \text{deg}^U(i) \) as follows: If \( i \in V(U) \), then it is the power of the unique index shape piece \( A \in U \) such that \( i \in V(A) \). Otherwise, it is 0.
- For an index shape \( U \), define \( \text{deg}(U) = \sum_{i \in V(U)} \text{deg}^U(i) \). This is also the degree of the monomial \( p_U \).
- For a shape \( \alpha \) and vertex \( i \) in \( \alpha \), let \( \text{deg}^\alpha(i) = \sum_{i \in e \in E(\alpha)} l_e \).
- For any shape \( \alpha \), let \( \text{deg}(\alpha) = \text{deg}(U_\alpha) + \text{deg}(V_\alpha) \).
- For an index shape \( U \in \mathcal{I}_{\text{mid}} \) and type \( t \in \{1, 2\} \), let \( U_t \in U \) denote the index shape piece of type \( t \) in \( U \) if it exists, otherwise define \( U_t \) to be \( \emptyset \). Note that this is well defined since for each type \( t \), there is at most one index shape piece of type \( t \) in \( U \) since \( U \in \mathcal{I}_{\text{mid}} \). Also, denote by \( |U|_t \) the length of the tuple \( U_t \).

We will now describe the decomposition of the moment matrix \( \Lambda \).
Definition 6.4.3. If a shape $\alpha$ satisfies the following properties:

- Both $U_\alpha$ and $V_\alpha$ only contain index shape pieces of type 1,
- $\text{deg}^\alpha(i) + \text{deg}^{U_\alpha}(i) + \text{deg}^{V_\alpha}(i)$ is even for all $i \in V(\alpha)$,
- $\alpha$ is proper,
- $\alpha$ satisfies the truncation parameters $D_{\text{sos}}, D_V, D_E$.

then define

$$
\lambda_\alpha = \left( \frac{1}{\sqrt{k}} \right)^{\text{deg}(\alpha)} \left( \frac{k}{d} \right)^{|\alpha|_1} \Delta^{|\alpha|_2} \prod_{j \in V_2(\alpha)} (\text{deg}^\alpha(j) - 1)!! \prod_{e \in E(\alpha)} \frac{\sqrt{\lambda^e}}{\sqrt{k^e}}
$$

Otherwise, define $\lambda_\alpha = 0$.

Corollary 6.4.4. $\Lambda = \sum \lambda_\alpha M_\alpha$.

6.4.2 Qualitative machinery bounds

In this section, we will prove the main PSD mass condition and obtain qualitative bounds of the other two conditions, which we will reuse in the full verification. As in prior sections, we will state the bounds first, introduce notation and then prove them all in a unified manner.

Lemma 6.4.5 (PSD mass). For all $U \in \mathcal{I}_{\text{mid}}$, $H_{Id_U} \succeq 0$

We define the following quantities to capture the contribution of the vertices within $\tau, \gamma$ to the Fourier coefficients.

Definition 6.4.6. For $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, if $\text{deg}^\tau(i)$ is even for all vertices $i \in V(\tau) \setminus U_\tau \setminus V_\tau$, define

$$
S(\tau) = \left( \frac{k}{d} \right)^{|\tau|_1 - |U_\tau|_1} \Delta^{|\tau|_2 - |U_\tau|_2} \prod_{j \in V_2(\tau) \setminus U_\tau \setminus V_\tau} (\text{deg}^\tau(j) - 1)!! \prod_{e \in E(\tau)} \frac{\sqrt{\lambda^e}}{\sqrt{k^e}}
$$
Otherwise, define \( S(\tau) = 0 \). For all \( U, V \in I_{\text{mid}} \) where \( w(U) > w(V) \) and \( \gamma \in \Gamma_{U,V} \), if \( \deg^\gamma(i) \) is even for all vertices \( i \) in \( V(\gamma) \setminus U_\gamma \setminus V_\gamma \), define

\[
S(\gamma) = \left( \frac{k}{d} \right) \frac{|\gamma|}{2} \prod_{j \in V_2(\gamma) \setminus U_\gamma \setminus V_\gamma} (\deg^\gamma(j) - 1)!! \prod_{e \in E(\gamma)} \frac{\sqrt{\lambda_e}}{\sqrt{k_e}}
\]

Otherwise, define \( S(\gamma) = 0 \).

For getting the best bounds, it will be convenient to discretize the Normal distribution.

The following fact follows from standard results on Gaussian quadrature, see for e.g. [56, Lemma 4.3].

**Fact 6.4.7** (Discretizing the Normal distribution). There is an absolute constant \( C_{\text{disc}} \) such that, for any positive integer \( D \), there exists a distribution \( E \) over the real numbers supported on \( D \) points \( p_1, \ldots, p_D \), such that \( |p_i| \leq C_{\text{disc}} \sqrt{D} \) for all \( i \leq D \) and \( \mathbb{E}_{g \sim \mathcal{E}}[g^t] = \mathbb{E}_{g \sim \mathcal{N}(0,1)}[g^t] \) for all \( t = 0, 1, \ldots, 2D - 1 \).

**Definition 6.4.8.** For any shape \( \tau \), suppose \( U' = (U_\tau)_2, V' = (V_\tau)_2 \) are the type 2 vertices in \( U_\tau, V_\tau \) respectively. Define \( R(\tau) = (C_{\text{disc}} \sqrt{D_E}) \sum_{j \in U' \cup V'} \deg^\tau(j) \).

We can now state our qualitative bounds.

**Lemma 6.4.9** (Qualitative middle shape bounds). For all \( U \in I_{\text{mid}} \) and \( \tau \in \mathcal{M}_U \),

\[
\begin{bmatrix}
S(\tau)R(\tau) & H_{\tau} \\
H_{\tau}^T & S(\tau)R(\tau)
\end{bmatrix}
\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|} H_{\text{Id}_U} \\
\frac{1}{|\text{Aut}(U)|} H_{\text{Id}_U}
\end{bmatrix} \succeq 0
\]

We again use the canonical definition of \( H'_\gamma \) from Section 6.1.4.

**Lemma 6.4.10** (Qualitative intersection term bounds). For all \( U, V \in I_{\text{mid}} \) where \( w(U) > w(V) \) and all \( \gamma \in \Gamma_{U,V} \),

\[
\frac{|\text{Aut}(V)|}{|\text{Aut}(U)|} \cdot \frac{1}{S(\gamma)^2 R(\gamma)^2} H^\gamma_{\tau\gamma} \leq H'_\gamma
\]
Proof of the PSD mass condition

Most of the notation and analysis here are similar to the case of Tensor PCA, we just need to appropriately modify them since there are two types of vertices in the Sparse PCA application. When we compose shapes $\sigma, \sigma'$, from Definition 6.4.3, in order for $\lambda_{\sigma \circ \sigma'}$ to be nonzero, observe that all vertices $i$ in $\lambda_{\sigma \circ \sigma'}$ should have $\deg_{\sigma \circ \sigma'}(i) + \deg_{\sigma'}(i) + \deg_{\sigma'}(i)$ to be even. To capture this notion conveniently, we again use the notion of parity vectors.

**Definition 6.4.11.** Define a parity vector $\rho$ to be a vector whose entries are in $\{0, 1\}$. For $U \in \mathcal{I}_{\text{mid}}$, define $\mathcal{P}_U$ to be the set of parity vectors $\rho$ whose coordinates are indexed by $U_1$ followed by $U_2$.

**Definition 6.4.12.** For a left shape $\sigma$, define $\rho_\sigma \in \mathcal{P}_{V_\sigma}$, called the parity vector of $\sigma$, to be the parity vector such that for each vertex $i \in V_\sigma$, the $i$-th entry of $\rho_\sigma$ is the parity of $\deg_{U_\sigma}(i) + \deg_\sigma(i)$, that is, $(\rho_\sigma)_i \equiv \deg_{U_\sigma}(i) + \deg_\sigma(i) \pmod{2}$. For $U \in \mathcal{I}_{\text{mid}}$ and $\rho \in \mathcal{P}_U$, let $\mathcal{L}_{U, \rho}$ be the set of all left shapes $\sigma \in \mathcal{L}_U$ such that $\rho_\sigma = \rho$, that is, the set of all left shapes with parity vector $\rho$.

For a shape $\tau$, for a $\tau$ coefficient matrix $H_\tau$ and parity vectors $\rho, \rho' \in \mathcal{P}_{U_\tau}, \rho' \in \mathcal{P}_{V_\tau}$, define the $\tau$-coefficient matrix $H_{\tau, \rho, \rho'}$ as $H_{\tau, \rho, \rho'}(\sigma, \sigma') = H_\tau(\sigma, \sigma')$ if $\sigma \in \mathcal{L}_{U_\tau, \rho}, \sigma' \in \mathcal{L}_{V_\tau, \rho'}$ and 0 otherwise. This immediately implies the following proposition.

**Proposition 6.4.13.** For any shape $\tau$ and $\tau$-coefficient matrix $H_\tau$, we have the equality $H_\tau = \sum_{\rho \in \mathcal{P}_{U_\tau}, \rho' \in \mathcal{P}_{V_\tau}} H_{\tau, \rho, \rho'}$

**Proposition 6.4.14.** For any $U \in \mathcal{I}_{\text{mid}}$, $H_{Id_U} = \sum_{\rho \in \mathcal{P}_U} H_{Id_U, \rho, \rho}$

**Proof.** For any $\sigma, \sigma' \in \mathcal{L}_U$, using Definition 6.4.3, note that in order for $H_{Id_U}(\sigma, \sigma')$ to be nonzero, we must have $\rho_\sigma = \rho_{\sigma'}$. $

We now discretize the normal distribution while matching the first $2DE - 1$ moments.
Definition 6.4.15. Let \( \mathcal{D} \) be a distribution over the real numbers obtained by setting \( \mathcal{D} = \mathcal{D}_E \) in Fact 6.4.7. So, in particular, for any \( x \) sampled from \( \mathcal{D} \), we have \( |x| \leq C_{\text{disc}} \sqrt{\mathcal{D}_E} \) and for \( t \leq 2\mathcal{D}_E - 1 \), \( \mathbb{E}_{x \sim \mathcal{D}}[x^t] = (t - 1)! \).

We define the following quantities to capture the contribution of the vertices within \( \sigma \) to the Fourier coefficients.

Definition 6.4.16. For a shape \( \sigma \in \mathcal{L} \), if \( \deg(\sigma)(i) + \deg_U(\sigma)(i) \) is even for all vertices \( i \in V(\sigma) \setminus V_\sigma \), define

\[
T(\sigma) = \left( \frac{1}{\sqrt{k}} \right)^{\deg(U_\sigma)} \left( \frac{k}{d} \right)^{|\sigma|_1 - \frac{|V_\sigma|_1}{2}} \Delta |\sigma|_2 - \frac{|V_\sigma|_2}{2} \prod_{j \in V_2(\sigma) \setminus V_\sigma} (\deg(\sigma)(j) - 1)!! \prod_{e \in E(\sigma) \setminus V_\sigma} \frac{\sqrt{\lambda_e}}{\sqrt{k_e}}
\]

Otherwise, define \( T(\sigma) = 0 \).

Definition 6.4.17. Let \( U \in \mathcal{I}_{\text{mid}} \). Let \( x_i \) for \( i \in U_2 \) be variables. Denote them collectively as \( x_{U_2} \). For \( \rho \in \mathcal{P}_U \), define \( v_{\rho,x_{U_2}} \) to be the vector indexed by left shapes \( \sigma \in \mathcal{L} \) such that the \( \sigma \)th entry is \( T(\sigma) \prod_{i \in U_2} x_i^{\deg(\sigma)(i)} \) if \( \sigma \in \mathcal{L}_{U,\rho} \) and 0 otherwise.

The following proposition is obvious and immediately implies the PSD mass condition.

Proposition 6.4.18. For any \( U \in \mathcal{I}_{\text{mid}}, \rho \in \mathcal{P}_U \), suppose \( x_i \) for \( i \in U_2 \) are random variables sampled from \( \mathcal{D} \). Then, \( H_{1d_U,\rho,\rho} = \frac{1}{|\text{Aut}(U)|} \mathbb{E}_x[v_{\rho,x_{U_2}} v_{\rho,x_{U_2}}^T] \).

Proof. Observe that for \( \sigma, \sigma' \in \mathcal{L}_{U,\rho} \) and \( t \in \{1, 2\} \), \( (|\sigma|_t - \frac{|V_\sigma|_t}{2}) + (|\sigma'|_t - \frac{|V_{\sigma'}|_t}{2}) = |\sigma \circ \sigma'|_t \).

The result follows by verifying the conditions of Definition 6.4.3 and using Definition 6.4.15.

Proof of the PSD mass condition Lemma 6.4.5. We have \( H_{1d_U} = \sum_{\rho \in \mathcal{P}_U} H_{1d_U,\rho,\rho} \geq 0 \) because of the above proposition.
Qualitative middle shape bounds

The next proposition captures the fact that when we compose shapes $\sigma, \tau, \sigma'$, in order for $\lambda_{\sigma \circ \tau \circ \sigma'}$ to be nonzero, the parities of the degrees of the merged vertices should add up correspondingly.

**Proposition 6.4.19.** For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, there exist two sets of parity vectors $P_\tau, Q_\tau \subseteq P_U$ and a bijection $\pi : P_\tau \to Q_\tau$ such that $H_\tau = \sum_{\rho \in P_\tau} H_{\tau, \rho, \pi(\rho)}$.

**Proof.** Using Definition 6.4.3, in order for $H_\tau(\sigma, \sigma')$ to be nonzero, we must have that, in $\sigma \circ \tau \circ \sigma'$, for all $i \in U_\tau \cup V_\tau$, $\deg_U(i) + \deg_U'(i) + \deg_{\sigma \circ \tau \circ \sigma'}(i)$ must be even. In other words, for any $\rho \in P_U$, there is at most one $\rho' \in P_U$ such that if we take $\sigma \in L_{U, \rho}, \sigma' \in L_U$ with $H_\tau(\sigma, \sigma')$ nonzero, then the parity of $\sigma'$ is $\rho'$. Also, observe that $\rho'$ determines $\rho$. We then take $P_\tau$ to be the set of $\rho$ such that $\rho'$ exists, $Q_\tau$ to be the set of $\rho'$ and in this case, we define $\pi(\rho) = \rho'$.

**Proposition 6.4.20.** For any $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, suppose we take $\rho \in P_\tau$. Let $\pi$ be the bijection from Proposition 6.4.19 so that $\pi(\rho) \in Q_\tau$. Let $U' = (U_\tau)_2, V' = (V_\tau)_2$ be the type 2 vertices in $U_\tau, V_\tau$ respectively. Let $x_i$ for $i \in U' \cup V'$ be random variables independently sampled from $\mathcal{D}$. Define $x_{U'}$ (resp. $x_{V'}$) to be the subset of variables $x_i$ for $i \in U'$ (resp. $i \in V'$).

Then,

$$H_{\tau, \rho, \pi(\rho)} = \frac{1}{|\text{Aut}(U)|^2} S(\tau) \mathbb{E}_x \left[ v_{\rho, x_{U'}} \left( \prod_{i \in U' \cup V'} x_i^{\deg(i)} \right) v_{\pi(\rho), x_{V'}}^T \right]$$

**Proof.** For $\sigma \in L_{U, \rho}, \sigma' \in L_{U, \pi(\rho)}$ and $t \in \{1, 2\}$, we have $(|\tau|_t - |U_\tau|_t) + (|\sigma|_t - \frac{|V_{\sigma}|_t}{2}) + (|\sigma'|_t - \frac{|V_{\sigma'}|_t}{2}) = |\sigma \circ \tau \circ \sigma'|_t$. The result then follows by a straightforward verification of the conditions of Definition 6.4.3 using Definition 6.4.15. 

We are ready to show the qualitative middle shape bounds.
Proof of the qualitative middle shape bounds Lemma 6.4.9. Let $P_T, Q_T, \pi$ be from Proposition 6.4.19. Let $U' = (U_T)_2, V' = (V_T)_2$ be the type 2 vertices in $U_T, V_T$ respectively. Let $x_i$ for $i \in U' \cup V'$ be random variables independently sampled from $D$. Define $x_{U'}$ (resp. $x_{V'}$) to be the subset of variables $x_i$ for $i \in U'$ (resp. $i \in V'$).

For $\rho \in \mathcal{P}_U$, define $W_{\rho, \rho} = \mathbb{E}_{y_{U_2} \sim \mathcal{D}U_2}[v_{\rho, y_{U_2}}v_{\rho, y_{U_2}}^T]$ so that $H_{IdU, \rho, \rho} = \frac{1}{|\text{Aut}(U)|} W_{\rho, \rho}$. Observe that $W_{\rho, \rho} = \mathbb{E}[v_{\rho, x_{U'}}v_{\rho, x_{U'}}^T] = \mathbb{E}[v_{\rho, x_{V'}}v_{\rho, x_{V'}}^T]$ because $x_{U'}$ and $x_{V'}$ are also sets of variables sampled from $D$ and, $U', V'$ have the same size as $U_2$ because $U_T = V_T = U$.

For $\rho, \rho' \in \mathcal{P}_U$, define $Y_{\rho, \rho'} = \mathbb{E} \left[ v_{\rho, x_{U'}} \left( \prod_{i \in U' \cup V'} x_i^{\deg(i)} \right) v_{\rho, \pi(x_{V'})}^T \right]$. Then, $H_\tau = \sum_{\rho \in P_T} H_{\tau, \rho, \pi(\rho)} = \frac{1}{|\text{Aut}(U)|^2} S(\tau) \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}$. We have

$$\begin{bmatrix} S(\tau)R(\tau) \quad H_{IdU} \\ H_{\tau} \quad S(\tau)R(\tau) \quad H_{IdU} \end{bmatrix} = \frac{1}{|\text{Aut}(U)|^2} \begin{bmatrix} R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \quad \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} \\ \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}^T \quad R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \end{bmatrix}.$$ 

Since $\frac{S(\tau)}{|\text{Aut}(U)|^2} \geq 0$, it suffices to prove that

$$\begin{bmatrix} R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \quad \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} \\ \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}^T \quad R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \end{bmatrix} \succeq 0.$$ 

Consider

$$\begin{bmatrix} R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \quad \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} \\ \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}^T \quad R(\tau) \sum_{\rho \in \mathcal{P}_U} W_{\rho, \rho} \end{bmatrix} = R(\tau) \begin{bmatrix} \sum_{\rho \in \mathcal{P}_U \setminus P_T} W_{\rho, \rho} & 0 \\ 0 & \sum_{\rho \in \mathcal{P}_U \setminus Q_T} W_{\rho, \rho} \end{bmatrix} + R(\tau) \begin{bmatrix} \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} & 0 \\ 0 & \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} \end{bmatrix} + R(\tau) \begin{bmatrix} \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}^T & \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} = 0 \\ \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)}^T & \sum_{\rho \in P_T} Y_{\rho, \pi(\rho)} \end{bmatrix}.$$

We have $\sum_{\rho \in \mathcal{P}_U \setminus P_T} W_{\rho, \rho} = \sum_{\rho \in \mathcal{P}_U \setminus P_T} \mathbb{E}[v_{\rho, x_{U'}}v_{\rho, x_{U'}}^T] \succeq 0$. Similarly, $\sum_{\rho \in \mathcal{P}_U \setminus Q_T} W_{\rho, \rho} \succeq 0$. Also, $R(\tau) \geq 0$ and therefore, we have that the first term in the above expression,
We would like to prove that the term inside the expectation is positive semidefinite for each $\rho \in P_\tau$ and each sampling of the $x_i$ from $\mathcal{D}$, which will complete the proof. Fix $\rho \in P_\tau$ and any sampling of the $x_i$ from $\mathcal{D}$. Let $w_1 = v_\rho, x_{U'}, w_2 = v_{\pi(\rho), x_{U'}}$. Let $E = \prod_{i \in U' \cup V'} x_i^{\text{deg}(i)}$.

We would like to prove that

$$\begin{bmatrix} R(\tau)w_1w_1^T & Ew_1w_2^T \\
Ew_1^Tw_2 & R(\tau)w_2w_2^T \end{bmatrix} \geq 0.$$ 

For all $y$ sampled from $\mathcal{D}$, $|y| \leq C_{\text{disc}}\sqrt{DE}$ and so, $|E| \leq (C_{\text{disc}}\sqrt{DE})\sum_{j \in U' \cup V'} \text{deg}(j) = R(\tau)$.

If $E \geq 0$, then

$$\begin{bmatrix} R(\tau)w_1w_1^T & Ew_1w_2^T \\
Ew_1^Tw_2 & R(\tau)w_2w_2^T \end{bmatrix} = (R(\tau) - E) \begin{bmatrix} w_1w_1^T & 0 \\
0 & w_2w_2^T \end{bmatrix} + E \begin{bmatrix} w_1w_1^T & w_1w_2^T \\
w_2^Tw_1 & w_2^Tw_2 \end{bmatrix}$$

$$= (R(\tau) - E) \left( \begin{bmatrix} w_1 \\
0 \end{bmatrix} \begin{bmatrix} w_1 & 0 \end{bmatrix} + \begin{bmatrix} 0 \\
w_2 \end{bmatrix} \begin{bmatrix} 0 & w_2 \end{bmatrix} \right) + E \begin{bmatrix} w_1 \\
w_2 \end{bmatrix} \begin{bmatrix} w_1 & w_2 \end{bmatrix}$$

$$\geq 0.$$
since $R(\tau) - E \geq 0$ And if $E < 0$,

$$\begin{bmatrix} R(\tau)w_1w_1^T & Ew_1w_2^T \\ Ew_1^Tw_2 & R(\tau)w_2w_2^T \end{bmatrix} = (R(\tau) + E)\begin{bmatrix} w_1w_1^T & 0 \\ 0 & w_2w_2^T \end{bmatrix} - E\begin{bmatrix} w_1w_1^T & -w_1w_2^T \\ -w_1^Tw_2 & w_2w_2^T \end{bmatrix}$$

$$= (R(\tau) + E)\left(\begin{bmatrix} w_1 \\ 0 \end{bmatrix} \begin{bmatrix} w_1 & 0 \end{bmatrix} + \begin{bmatrix} 0 \\ w_2 \end{bmatrix} \begin{bmatrix} 0 & w_2 \end{bmatrix}\right) - E\begin{bmatrix} w_1 \\ -w_2 \end{bmatrix} \begin{bmatrix} w_1 & -w_2 \end{bmatrix}$$

$$\geq 0$$

since $R(\tau) + E \geq 0$. ■

Qualitative intersection term bounds

Just as in Proposition 6.4.19, the next proposition captures the fact that when we compose shapes $\sigma, \gamma, \gamma^T, \sigma'^T$, in order for $\lambda_{\sigma\circ\gamma\circ\gamma^T\circ\sigma'^T}$ to be nonzero, the parities of the degrees of the merged vertices should add up correspondingly. Just as in the tensor PCA application, we similarly define $H_{\gamma,\rho,\rho}$ and $H'_{\gamma,\rho,\rho}$ The following propositions are simple and proved the same way.

**Proposition 6.4.21.** For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for all $\gamma \in \Gamma_{U,V}$, there exists a set of parity vectors $P_{\gamma} \subseteq \mathcal{P}_U$ such that $H_{\gamma,\rho,\rho} = \sum_{\rho \in \mathcal{P}_U} H'_{\gamma,\rho,\rho}$.

**Proposition 6.4.22.** For all $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, for $\gamma \in \Gamma_{U,V}$, $H'_{\gamma,\rho,\rho} = \sum_{\rho \in \mathcal{P}_U} H'_{\gamma,\rho,\rho}$.

We will now define vectors which are truncations of $v_{\rho,x_{U_2}}$. This definition and the following proposition are mostly a matter of technicality and they are essentially similar to the PSD mass condition analysis.

**Definition 6.4.23.** Let $U, V \in \mathcal{I}_{mid}$ where $w(U) > w(V)$, and let $\gamma \in \Gamma_{U,V}$. Let $x_i$ for $i \in U_2$ be variables. Denote them collectively as $x_{U_2}$. For $\rho \in \mathcal{P}_U$, define $v_{\rho,x_{U_2}}^{\gamma}$ to be the vector indexed by left shapes $\sigma \in \mathcal{L}$ such that the $\sigma$th entry is $v_{\rho,x_{U_2}}^{\gamma}(\sigma)$ if $|V(\sigma \circ \gamma)| \leq D_V$ and 0 otherwise.
With this, we can decompose each slice $H_{Id^+;\rho,\rho}^{-\gamma,\gamma}$.

**Proposition 6.4.24.** For any $U,V \in \mathcal{I}_{\text{mid}}$ where $w(U) > w(V)$, and for any $\gamma \in \Gamma_{U,V}$, suppose we take $\rho \in P_\gamma$. When we compose $\gamma$ with $\gamma^T$ to get $\gamma \circ \gamma^T$, let $U' = (U \circ \gamma)_{\gamma^T}, V' = (V \circ \gamma)_{\gamma^T}$ be the type 2 vertices in $U \circ \gamma, V \circ \gamma$ respectively. And let $W'$ be the set of type 2 vertices in $\gamma \circ \gamma^T$ that were identified in the composition when we set $V' = U^T$. Let $x_i$ for $i \in U' \cup W' \cup V'$ be random variables independently sampled from $\mathcal{D}$. Define $x_{U'}$ (resp. $x_{V'}, x_{W'}$) to be the subset of variables $x_i$ for $i \in U'$ (resp. $i \in V', i \in W'$). Then,

$$H_{Id^+;\rho,\rho}^{-\gamma,\gamma} = \frac{1}{|\text{Aut}(V)|} S(\gamma)^2 \mathbb{E}_x \left[ (v_{\rho,x_{U'}}^{-\gamma})(\prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma^T}(i)})(v_{\rho,x_{V'}}^{-\gamma}) \right]$$

**Proof.** Fix $\sigma, \sigma' \in \mathcal{L}_{U,\rho}$ such that $|V(\sigma \circ \gamma)|, |V(\sigma' \circ \gamma)| \leq D_V$. Note that for $t \in \{1,2\}$, $|\sigma| - \frac{|V_2|}{2} + |\sigma'| - \frac{|V_2|}{2} + 2(|\gamma| - \frac{|U_1| + |V_2|}{2}) = |\sigma \circ \gamma \circ \gamma^T \circ \sigma'^T|$. We can easily verify the equality using Definition 6.4.3 and Definition 6.4.15.

**Proposition 6.4.25.** For any $U,V \in \mathcal{I}_{\text{mid}}$ where $w(U) > w(V)$, and for any $\gamma \in \Gamma_{U,V}$, suppose we take $\rho \in \mathcal{P}_U$. Then,

$$H_{\gamma;\rho,\rho}' = \frac{1}{|\text{Aut}(U)|} \mathbb{E}_{y_{U_2} \sim \mathcal{D}U_2} \left[ (v_{\rho,y_{U_2}}^{-\gamma})(v_{\rho,y_{U_2}^2})^T \right]$$

We can finally show the qualitative intersection term bounds.

**Proof of the qualitative intersection term bounds Lemma 6.4.10.** Let $U', V', W'$ be defined as in Proposition 6.4.24. We have

$$\frac{|\text{Aut}(V)|}{|\text{Aut}(U)|} \cdot \frac{1}{S(\gamma)^2R(\gamma)_{\gamma}} H_{Id^+;\rho,\rho}^{-\gamma,\gamma} = \sum_{\rho \in P_\gamma} \frac{|\text{Aut}(V)|}{|\text{Aut}(U)|} \cdot \frac{1}{S(\gamma)^2R(\gamma)_{\gamma}} H_{Id^+;\rho,\rho}^{-\gamma,\gamma}$$

$$= \sum_{\rho \in P_\gamma} \frac{1}{|\text{Aut}(U)|} \cdot \frac{1}{R(\gamma)^2} \mathbb{E}_x \left[ (v_{\rho,x_{U'}}^{-\gamma})(\prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma^T}(i)})(v_{\rho,x_{V'}}^{-\gamma}) \right]$$
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We will now prove that, for all $\rho \in P_{\gamma}$,
\[
\frac{1}{|\text{Aut}(U)|} \cdot \frac{1}{R(\gamma)^2} \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{V'}})^T \right] \succeq H'_{\gamma, \rho, \rho}
\]
which reduces to proving that
\[
\frac{2}{R(\gamma)^2} \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{V'}})^T \right] \leq 2 \mathbb{E}_{y_{U'2} \sim D'_{U'2}} \left[ (v_{\rho,y_{U'2}}) (v_{\rho,y_{U'2}})^T \right] = \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) (v_{\rho,x_{U'}})^T + (v_{\rho,x_{V'}}) (v_{\rho,x_{V'}})^T \right]
\]
where the last equality followed from linearity of expectation and the fact that $U' \equiv V' \equiv U_2$.

Since $H_{I_{\text{Id}_{V'}}, \rho, \rho}$ is symmetric, we have
\[
\mathbb{E}_x \left[ (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{V'}})^T \right] = \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{U'}})^T \right]
\]
So, it suffices to prove
\[
\frac{1}{R(\gamma)^2} \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{V'}})^T \right] \leq \mathbb{E}_x \left[ (v_{\rho,x_{U'}}) (v_{\rho,x_{U'}})^T + (v_{\rho,x_{V'}}) (v_{\rho,x_{V'}})^T \right]
\]
We will prove that for every sampling of the $x_i$ from $\mathcal{D}$, we have
\[
\frac{1}{R(\gamma)^2} \left( (v_{\rho,x_{U'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{V'}})^T + (v_{\rho,x_{V'}}) \left( \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)} \right) (v_{\rho,x_{U'}})^T \right) \leq (v_{\rho,x_{U'}}) (v_{\rho,x_{U'}})^T + (v_{\rho,x_{V'}}) (v_{\rho,x_{V'}})^T
\]
Then, taking expectations will give the result. Indeed, fix a sampling of the $x_i$ from $\mathcal{D}$. Let $E = \prod_{i \in U' \cup W' \cup V'} x_i^{\deg_{\gamma \gamma} T(i)}$ and let $w_1 = v_{\rho,x_{U'}}$, $w_2 = v_{\rho,x_{V'}}$. Then, the inequality we need to show is
\[
\frac{E}{R(\gamma)^2} (w_1 w_2^T + w_2 w_1^T) \preceq w_1 w_1^T + w_2 w_2^T
\]
Now, since \(|x_i| \leq C_{\text{disc}}\sqrt{DE}\) for all \(i\), we have \(|E| \leq \prod_{i \in U' \cup W' \cup V'}(C_{\text{disc}}\sqrt{DE})^{\deg \gamma_{ij}}(i) = R(\gamma)^2\). If \(E \geq 0\), using \(\frac{E}{R(\gamma)^2}(w_1 - w_2)(w_1 - w_2)^T \geq 0\) gives

\[
\frac{E}{R(\gamma)^2}(w_1 w_2^T + w_2 w_1^T) \leq \frac{E}{R(\gamma)^2}(w_1 w_1^T + w_2 w_2^T) \leq w_1 w_1^T + w_2 w_2^T
\]
since \(0 \leq E \leq R(\gamma)^2\). And if \(E < 0\), using \(\frac{-E}{R(\gamma)^2}(w_1 + w_2)(w_1 + w_2)^T \geq 0\) gives

\[
\frac{E}{R(\gamma)^2}(w_1 w_2^T + w_2 w_1^T) \leq \frac{-E}{R(\gamma)^2}(w_1 w_1^T + w_2 w_2^T) \leq w_1 w_1^T + w_2 w_2^T
\]
since \(0 \leq -E \leq R(\gamma)^2\). Finally, we use the fact that for all \(\rho \in \mathcal{P}_U\), we have \(H'_{\gamma, \rho, \rho} \succeq 0\) which can be proved the same way as the proof of Lemma 6.4.5. Therefore,

\[
\frac{|Aut(V)|}{|Aut(U)|} \cdot \frac{1}{S(\gamma)^2 R(\gamma)^2} H_{\gamma, \gamma}^{-1} \leq \sum_{\rho \in \mathcal{P}_U} H'_{\gamma, \rho, \rho} \leq \sum_{\rho \in \mathcal{P}_U} H'_{\gamma, \rho, \rho} = H'_{\gamma}
\]

\[\Box\]

### 6.4.3 Intuition for quantitative bounds

In this section, we will give some intuition on the bounds needed for our main theorem Theorem 4.2.3, which is formally proved in Section 7.3. Informally, the theorem states that when \(m \leq \frac{d}{\lambda^2}\) and \(m \leq \frac{k^2}{\lambda^2}\), then \(\Lambda \succeq 0\) with high probability.

We will try and understand why the inequality \(\lambda_{\sigma \circ \tau \circ \sigma^T}^2 \|M_{\tau}\|^2 \leq \lambda_{\sigma \circ \sigma^T} \lambda_{\sigma' \circ \sigma^T}\) holds. Assume for simplicity that \(d < n\) and consider the shapes in Fig. 6.4. The assumption \(d < n\) is used in this example since otherwise, if \(d > n\), the decomposition differs from what’s shown in the figure.

Firstly, the shape \(\sigma \circ \sigma^T\) has a coefficient of \(\lambda_{\sigma \circ \sigma^T} \approx \left(\frac{1}{\sqrt{k}}\right)^4 \left(\frac{k}{d}\right)^2\). The first shape \(\sigma \circ \tau_1 \circ \sigma^T\) has a coefficient of \(\lambda_{\sigma \circ \tau_1 \circ \sigma^T} \approx \left(\frac{1}{\sqrt{k}}\right)^4 \left(\frac{k}{d}\right)^4 \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^4\) and with high probability, upto lower order terms, \(\|M_{\tau_1}\| \leq md\). So, the inequality \(\lambda_{\sigma \circ \tau_1 \circ \sigma^T}^2 \|M_{\tau_1}\|^2 \leq \lambda_{\sigma \circ \sigma^T} \lambda_{\sigma \circ \sigma^T}\)
rearranges to $m \leq \frac{d}{\lambda^2}$. But this is precisely one of the assumptions on $m$. Moreover, this also confirms that we need this assumption on $m$ in order for our strategy to go through.

The second shape $\sigma \circ \tau_2 \circ \sigma^T$ has a coefficient of $\lambda_{\sigma \circ \tau_2 \circ \sigma^T} \approx \left(\frac{1}{\sqrt{k}}\right)^4 \left(\frac{k}{d}\right)^4 \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^8$ and with high probability, upto lower order terms, $\|M_{2}\| \leq m^2d$. So, the inequality $\lambda^2_{\sigma \circ \tau_2 \circ \sigma^T} \|M_{2}\|^2 \leq \lambda_{\sigma \circ \sigma^T} \lambda_{\sigma \circ \sigma^T}$ rearranges to $m^2 \leq \frac{k^2d}{\lambda^4}$. But this is obtained simply by multiplying our assumptions on $m$, namely $m \leq \frac{k^2}{\lambda^2}$ and $m \leq \frac{d}{\lambda^2}$.

Moreover, consider a shape of the form $\sigma \circ \tau_3 \circ \sigma^T$ where $\tau_3$ is similar to $\tau_2$ except it has $t$ (instead of 3) different circle vertices that are common neighbors to the top 2 square vertices. Analyzing our required inequality, we get for our strategy to go through, $m$ has to satisfy $m \leq \frac{k^2}{\lambda^2} \cdot \left(\frac{d}{k^2}\right)^{t+1}$. By taking $t$ arbitrarily large, we can see that the condition $m \leq \frac{k^2}{\lambda^2}$ is needed.

So, we get that for our analysis to go through, the assumptions $m \leq \frac{d}{\lambda^2}$ and $m \leq \frac{k^2}{\lambda^2}$ are necessary. We will prove that in fact, these are sufficient. To do this, we use a charging argument that exploits the special structure of the shapes $\alpha$ that appear in our decomposition of $A$ and their coefficients $\lambda_\alpha$, as we obtained in Definition 6.4.3. For details, see Section 7.3.
CHAPTER 7
QUANTITATIVE BOUNDS

In this chapter, we will prove the main Sum of Squares lower bounds Theorem 4.4.1, Theorem 4.3.3 and Theorem 4.2.3 by building on the qualitative bounds from Chapter 6. The material in this chapter is adapted from [175], however several typos have been fixed and the technical exposition has been improved.

7.1 Planted slightly denser subgraph: Full verification

In this section, we will prove our main theorem on Planted slightly denser subgraph, Theorem 4.4.1.

Theorem 4.4.1. Let $C_p > 0$. There exists a constant $C > 0$ such that for all sufficiently small constants $\varepsilon > 0$, if $k \leq n^{1/2-\varepsilon}$ and $p = \frac{1}{2} + \frac{n^{-C_p\varepsilon}}{2}$, then with high probability, the candidate solution given by pseudo-calibration for degree $n^{C\varepsilon}$ Sum of Squares is feasible.

We will apply the machinery. Here, we choose $\varepsilon$ in the theorem, not to be confused with the $\varepsilon$ in Theorem 4.4.1, to be an arbitrarily small constant. We build on the qualitative bounds (and use the same notation) from Section 6.2. The result will follow once we verify the main conditions and apply the machinery.

7.1.1 Middle shape bounds

Lemma 7.1.1. Suppose $k \leq n^{1/2-\varepsilon}$. For all $U \in \mathcal{I}_{mid}$ and $\tau \in \mathcal{M}_U$,

$$\sqrt{n}^{|V(\tau)|-|U_{\tau}|} S(\tau) \leq \frac{1}{n^{C_p\varepsilon}|E(\tau)|}$$
Proof. This result follows by plugging in the value of $S(\tau)$. Using $k \leq n^{1/2 - \varepsilon}$,

$$\sqrt{n} |V(\tau)| - |U_\tau| S(\tau) = \sqrt{n} |V(\tau)| - |U_\tau| \left( \frac{k}{n} \right) |V(\tau)| - |U_\tau| \left( 2 \left( \frac{1}{2} + \frac{1}{2n^{C_p \varepsilon}} \right) - 1 \right) |E(\tau)| \leq \frac{1}{n^{C_p \varepsilon |E(\tau)|}}$$

Corollary 7.1.2. For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, we have

$$c(\tau) B_{\text{norm}}(\tau) S(\tau) \leq 1$$

Proof. Since $\tau$ is a proper middle shape, we have $w(I_\tau) = 0$ and $w(S_\tau) = w(U_\tau)$. This implies $n \frac{w(V(\tau)) + w(I_\tau) - w(S_\tau)}{2} = \sqrt{n} |V(\tau)| - |U_\tau|$. Since $\tau$ is proper, every vertex $i \in V(\tau) \setminus U_\tau$ or $i \in V(\tau) \setminus V_\tau$ has $\text{deg}^\tau(i) \geq 1$ and hence, $|V(\tau) \setminus U_\tau| + |V(\tau) \setminus V_\tau| \leq 4 |E(\tau)|$. Also, $q = n^{O(1) \varepsilon C_V}$. We can set $C_V$ sufficiently small so that, using Lemma 7.1.1,

$$c(\tau) B_{\text{norm}}(\tau) S(\tau)
\begin{align*}
&= 100 (3D_V)^{|U_\tau| \setminus V_\tau| + |V_\tau| \setminus |U_\tau|} (2 |V(\tau)| (|U_\tau| \setminus V_\tau|) \cdot (6D_V \sqrt{2q} |V(\tau)| \setminus |U_\tau| + |V_\tau| \setminus |U_\tau|) \cdot \sqrt{n} |V(\tau)| - |U_\tau| S(\tau) \\
&\leq n^{O(1) \varepsilon C_V |E(\tau)|} \cdot \sqrt{n} |V(\tau)| - |U_\tau| S(\tau) \\
&\leq n^{O(1) \varepsilon C_V |E(\tau)|} \cdot \frac{1}{n^{C_p \varepsilon |E(\tau)|}} \\
&\leq 1
\end{align*}$$

We can now obtain middle shape bounds.

Lemma 7.1.3. For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$,

$$\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|} c(\tau) H_{1dU} & B_{\text{norm}}(\tau) H_{\tau} \\
B_{\text{norm}}(\tau) H_{\tau}^T & \frac{1}{|\text{Aut}(U)|} c(\tau) H_{1dU}
\end{bmatrix} \succeq 0$$
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Proof. We have

\[
\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|c(\tau)} H_{Id_U} & B_{\text{norm}}(\tau)H_{\tau} \\
B_{\text{norm}}(\tau)H_{\tau}^T & \frac{1}{|\text{Aut}(U)|c(\tau)} H_{Id_U}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\left(\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|}\right) H_{Id_U} & 0 \\
0 & \left(\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|}\right) H_{Id_U}
\end{bmatrix}
\]

\[
+ B_{\text{norm}}(\tau) \begin{bmatrix}
S(\tau) & H_{\tau} \\
H_{\tau}^T & S(\tau)H_{Id_U}
\end{bmatrix}
\]

By Lemma 6.2.7, \(\frac{S(\tau)}{|\text{Aut}(U)|} H_{Id_U} H_{\tau}\) \(H_{\tau}^T S(\tau) H_{Id_U}\) \(\geq 0\), so the second term above is positive semidefinite. For the first term, by Lemma 6.2.5, \(H_{Id_U} \geq 0\) and by Corollary 7.1.2, \(\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|} \geq 0\), which proves that the first term is also positive semidefinite.

7.1.2 Intersection term bounds

Lemma 7.1.4. Suppose \(k \leq n^{1/2-\varepsilon}\). For all \(U, V \in \mathcal{I}_{\text{mid}}\) where \(w(U) > w(V)\) and for all \(\gamma \in \Gamma_{U,V}\),

\[
n^w(V(\gamma) \setminus U_{\gamma}) S(\gamma)^2 \leq \frac{1}{n B \varepsilon(|V(\gamma)\setminus(U_{\gamma} \cap V_{\gamma})|)}
\]

for some constant \(B\) that depends only on \(C_p\). In particular, it is independent of \(C_V\).

Proof. Since \(\gamma\) is a left shape, we have \(|U_{\gamma}| \geq |V_{\gamma}|\) as \(V_{\gamma}\) is the unique minimum vertex separator of \(\gamma\) and so, \(n^w(V(\gamma) \setminus U_{\gamma}) = n|V(\gamma)| - |U_{\gamma}| \leq n|V(\gamma)| - \frac{|U_{\gamma}| + |V_{\gamma}|}{2}\). Also, note that \(2|V(\gamma)| - |U_{\gamma}| - |V_{\gamma}| = |U_{\gamma} \setminus V_{\gamma}| + |V_{\gamma} \setminus U_{\gamma}| + 2|V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma}| \geq |V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})|\).
Therefore,

\[ n^w(V(\gamma) \setminus U_\gamma) S(\gamma)^2 = n^{|V(\gamma) \setminus U_\gamma|} \left( \frac{k}{n} \right)^{2|V(\gamma)| - |U_\gamma| - |V_\gamma|} \left( 2\left( \frac{1}{2} + \frac{1}{2nC_p\varepsilon} \right) - 1 \right)^2 |E(\gamma)| \]

\[ \leq n^{|V(\gamma)| - |U_\gamma| + |V_\gamma|} \left( \frac{1}{n^{1/2 + \varepsilon}} \right)^{2|V(\gamma)| - |U_\gamma| - |V_\gamma|} \left( \frac{1}{n^{2C_p\varepsilon}} \right) |E(\gamma)| \]

\[ \leq \left( \frac{1}{n^{\varepsilon}} \right)^{2|V(\gamma)| - |U_\gamma| - |V_\gamma|} \left( \frac{1}{n^{2C_p\varepsilon}} \right) |E(\gamma)| \]

\[ \leq \frac{1}{n^{B\varepsilon(|V(\gamma)| \setminus (U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e)}} \]

for a constant \( B \) that depends only on \( C_p \).

We obtain intersection term bounds.

**Lemma 7.1.5.** For all \( U, V \in \mathcal{I}_{\text{mid}} \) where \( w(U) > w(V) \) and all \( \gamma \in \Gamma_{U,V} \),

\[ c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H_{I_{dV}}^{\gamma,\gamma} \leq H'_\gamma \]

**Proof.** By Lemma 6.2.8, we have

\[ c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H_{I_{dV}}^{\gamma,\gamma} = c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 \frac{|Aut(U)|}{|Aut(V)|} H'_{\gamma} \]

Using the same proof as in Lemma 6.2.5, we can see that \( H'_\gamma \geq 0 \). Therefore, it suffices to prove that \( c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 \frac{|Aut(U)|}{|Aut(V)|} \leq 1 \). Since \( U, V \in \mathcal{I}_{\text{mid}} \), \( |Aut(U)| = |U|!, |Aut(V)| = |V|! \). Therefore, \( \frac{|Aut(U)|}{|Aut(V)|} = \frac{|U|!}{|V|!} \leq D_{V}^{U_\gamma \setminus V_\gamma} \). Also, \( q = n^{O(1)\varepsilon C_V} \). Let \( B \) be the constant from Lemma 7.1.4. We can set \( C_V \) sufficiently small so that, using Lemma 7.1.4,
Proof. Let \( B \) from \([175, \text{Section 10}]\). First, we will need a bound on \( \rho \) in this section, we will prove truncation error bounds. We use the strategy and notation of \( \sigma \).

\[
\rho \leq 100^2 (3D_V)^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)} \leq 100^2 (3D_V)^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)} \]

\[
\cdot (3D_V)^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)} \cdot D_V^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)}
\]

\[
\leq n^{O(\gamma^2 \varepsilon C_V \Delta |V(\gamma)| (U \cup V)} \cdot n^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)} \cdot D_V^{\frac{\gamma}{2} |V(\gamma)| \gamma \alpha^2 + 2 |V(\gamma)| \gamma \alpha + 4 |E(\alpha)| \gamma |V(\gamma)| (U \cup V)}
\]

\[
\leq 1
\]

\subsection{Truncation error bounds}

In this section, we will prove truncation error bounds. We use the strategy and notation from \([175, \text{Section 10}]\). First, we will need a bound on \( B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{I d_U}(\sigma, \sigma') \) that is obtained below.

\textbf{Lemma 7.1.6.} Suppose \( k \leq n^{1/2 - \varepsilon} \). For all \( U \in \mathcal{U}_{\text{mid}} \) and \( \sigma, \sigma' \in \mathcal{L}_U \),

\[
B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{I d_U}(\sigma, \sigma') \leq \frac{1}{n^{0.5|V(\alpha)| + |C_\varepsilon| + |E(\alpha)|}} \left( \frac{k}{n} \right)^{|U|}
\]

\textbf{Proof.} Let \( \alpha = \sigma \circ \sigma' \). Observe that \( |V(\sigma)| + |V(\sigma')| = |V(\alpha)| + |U| \). By choosing \( C_V \) sufficiently small,

\[
B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{I d_U}(\sigma, \sigma') = (6D_V \gamma \varepsilon C_V \Delta |V(\sigma)| (U \cup V)} \cdot (6D_V \gamma \varepsilon C_V \Delta |V(\sigma)| (U \cup V)} \cdot \left( \frac{k}{n} \right)^{|V(\alpha)|} \left( \frac{k}{n} \right)^{|V(\sigma)|}
\]

\[
\cdot \frac{1}{|\text{Aut}(U)|} \left( \frac{k}{n} \right)^{|V(\sigma')|} \left( \frac{k}{n} \right)^{|V(\sigma')|}
\]

\[
\leq n^{O(\gamma^2 \varepsilon C_V \Delta |V(\alpha)| + |U|)} \sqrt{n} \left| V(\sigma') - |U| \right| \sqrt{n} \left| V(\sigma') - |U| \right| \left( \frac{k}{n} \right)^{|V(\alpha)|}
\]

\[
\leq \frac{1}{n^{0.5|V(\alpha)| + |C_\varepsilon| + |E(\alpha)|}} \left( \frac{k}{n} \right)^{|U|}
\]
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Now, we are ready to apply the strategy.

Lemma 7.1.7. Whenever \( \|M_\alpha\| \leq B_{\text{norm}}(\alpha) \) for all \( \alpha \in \mathcal{M}' \),

\[
\sum_{U \in \mathcal{I}_{\text{mid}}} M_{Id_U}^{f_{\text{act}}}(H_{Id_U}) \geq \frac{1}{nK_1D_2^{\text{sos}}} I_{\text{sym}}
\]

for a constant \( K_1 > 0 \).

Proof. For \( V \in \mathcal{I}_{\text{mid}} \), we have \( \lambda_V = \left( \frac{k}{n} \right)^{|V|} \). Now, we choose \( w_V = \left( \frac{k}{n} \right)^{D_{\text{sos}} - |V|} \). Then, for all \( \sigma \in \mathcal{L}_V \), we have \( w_V \leq \frac{w_{U_{\sigma}} \lambda_{U_{\sigma}}}{|\mathcal{L}_V|B_{\text{norm}}(\sigma)^2c(\sigma)^2H_{Id_V}(\sigma,\sigma)} \) which is easily verified using Lemma 7.1.6. The result now follows.

Lemma 7.1.8.

\[
\sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U^*} \frac{d_{Id_U}(H_{Id_U}, H'_{\gamma})}{|\text{Aut}(U)|c(\gamma)} \leq \frac{nK_2D_{\text{sos}}}{2D_V}
\]

for a constant \( K_2 > 0 \).

Proof. We have

\[
\sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U^*} \frac{d_{Id_U}(H_{Id_U}, H'_{\gamma})}{|\text{Aut}(U)|c(\gamma)} = \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U^*} \frac{1}{|\text{Aut}(U)|c(\gamma)} \sum_{\sigma, \sigma' \in \mathcal{L}_U \gamma} B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{Id_{U_{\gamma}}}(\sigma, \sigma')
\]

The set of \( \sigma, \sigma' \) that could appear in the above sum must necessarily be non-trivial and hence, \( \sigma, \sigma' \in \mathcal{L}_U^\prime \). Then,

\[
\sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U^*} \frac{d_{Id_U}(H_{Id_U}, H'_{\gamma})}{|\text{Aut}(U)|c(\gamma)} = \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}_U \gamma} B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{Id}(\sigma, \sigma') \sum_{\gamma \in \Gamma_U \gamma} \frac{1}{|\text{Aut}(U)|c(\gamma)}
\]
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For $\sigma \in \mathcal{L}_U'$, define $m_\sigma = D_V + 1 - |V(\sigma)| \geq 1$. This is precisely set so that for all $\gamma \in \Gamma_{U,*}$, we have $|V(\sigma \circ \gamma)| > D_V$ if and only if $|V(\gamma)| \geq |U| + m_\sigma$. So, for $\sigma, \sigma' \in \mathcal{L}_U'$,

$$
\sum_{\gamma \in \Gamma_{U,*} : |V(\sigma \circ \gamma)| > D_V \text{ or } |V(\sigma' \circ \gamma)| > D_V} \frac{1}{|\text{Aut}(U)| c(\gamma)} = \sum_{\gamma \in \Gamma_{U,*} : |V(\gamma)| \geq |U| + \min(m_\sigma, m_{\sigma'})} \frac{1}{|\text{Aut}(U)| c(\gamma)} \leq \frac{1}{2\min(m_\sigma, m_{\sigma'}) - 1}
$$

Also, for $\sigma, \sigma' \in \mathcal{L}_U'$, we have $|V(\sigma \circ \sigma')| + \min(m_\sigma, m_{\sigma'}) - 1 \geq D_V$. Therefore,

$$
\sum_{U \in \mathcal{I}_{mid}} \sum_{\gamma \in \Gamma_{U,*}} \frac{d_{Id_U}(H_{Id_U}, H'_U)}{|\text{Aut}(U)| c(\gamma)} \leq \sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} B_{\text{norm}}(\sigma) B_{\text{norm}}(\sigma') H_{Id_U}(\sigma, \sigma') \frac{1}{2\min(m_\sigma, m_{\sigma'}) - 1} \leq \sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} n^{O(1) D_{sos}} \frac{1}{n^{0.5|V(\sigma \circ \sigma')|2} \min(m_\sigma, m_{\sigma'}) - 1}
$$

where we used Lemma 7.1.6. Using $n^{0.5|V(\sigma \circ \sigma')|} \geq n^{0.1|V(\sigma \circ \sigma')|2}|V(\sigma \circ \sigma')|$, we have

$$
\sum_{U \in \mathcal{I}_{mid}} \sum_{\gamma \in \Gamma_{U,*}} \frac{d_{Id_U}(H_{Id_U}, H'_U)}{|\text{Aut}(U)| c(\gamma)} \leq \sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{n^{O(1) D_{sos}}}{n^{0.1|V(\sigma \circ \sigma')|2} \min(m_\sigma, m_{\sigma'}) - 1} \leq \sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{n^{O(1) D_{sos}}}{n^{0.1|V(\sigma \circ \sigma')|2} D_V} \leq \sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{n^{O(1) D_{sos}}}{D_{sos} n^{0.1|V(\sigma \circ \sigma')|2} D_V} \leq 1
$$

The final step will be to argue that $\sum_{U \in \mathcal{I}_{mid}} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{1}{D_{sos} n^{0.1|V(\sigma \circ \sigma')|2} D_V} \leq 1$ which will complete the proof. But this will follow if we set $C_V$ small enough. 

$\blacksquare$
We conclude the following.

**Lemma 7.1.9.** Whenever \( \| M_\alpha \| \leq B_{\text{norm}}(\alpha) \) for all \( \alpha \in \mathcal{M}' \),

\[
\sum_{U \in I_{\text{mid}}} M_{Id_U}^\text{fact}(H_{Id_U}) \geq 6 \left( \sum_{U \in I_{\text{mid}}} \sum_{\gamma \in \Gamma_{U,s}} \frac{d_{Id_U}(H'_\gamma, H_{Id_U})}{|\text{Aut}(U)| |c(\gamma)|} \right) Id_{\text{sym}}
\]

**Proof.** Choose \( C_{\text{sos}} \) sufficiently small so that \( \frac{1}{n K_1^2 D_{\text{sos}}} \geq \frac{6 n K_2 D_{\text{sos}}}{2D_V} \) which can be satisfied by setting \( C_{\text{sos}} < K_3 C_V \) for a sufficiently small constant \( K_3 > 0 \). Then, since \( Id_{\text{sym}} \succeq 0 \), using Lemma 7.1.7 and Lemma 7.1.8,

\[
\sum_{U \in I_{\text{mid}}} M_{Id_U}^\text{fact}(H_{Id_U}) \geq \frac{1}{n K_1^2 D_{\text{sos}}} Id_{\text{sym}}
\]

\[
\geq 6 \frac{n K_2 D_{\text{sos}}}{2D_V} Id_{\text{sym}}
\]

\[
\geq 6 \left( \sum_{U \in I_{\text{mid}}} \sum_{\gamma \in \Gamma_{U,s}} \frac{d_{Id_U}(H'_\gamma, H_{Id_U})}{|\text{Aut}(U)| |c(\gamma)|} \right) Id_{\text{sym}}
\]

\[\blacksquare\]

### 7.2 Tensor PCA: Full verification

In this section, we will prove all the bounds required to prove Theorem 4.3.3.

**Theorem 4.3.3.** Let \( k \geq 2 \) be an integer. There exist constants \( C, C_\Delta > 0 \) such that for all sufficiently small constants \( \epsilon > 0 \), if \( \lambda \leq n^{\frac{k}{4} - \epsilon} \) and \( \Delta = n^{-C_\Delta \epsilon} \) then with high probability, the SoS solution given by pseudo-calibration for degree \( n^{C_\epsilon} \) Sum of Squares is feasible.

We reuse the notation and qualitative bounds from Section 6.3. Once we verify the conditions, this theorem will simply follow from the machinery.
7.2.1 Middle shape bounds

Lemma 7.2.1. Suppose $\lambda \leq n^{k - \varepsilon}$. For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, suppose $\deg^\tau(i)$ is even for all $i \in V(\tau) \setminus U_{\tau} \setminus V_{\tau}$, then

$$\sqrt{n} |V(\tau)| - |U_{\tau}| S(\tau) \leq \frac{1}{n^{0.5\varepsilon} \sum_{e \in E(\tau)} l_e}$$

Proof. Firstly, we claim that $\sum_{e \in E(\tau)} k_e \geq 2(|V(\tau)| - |U_{\tau}|)$. For any vertex $i \in V(\tau) \setminus U_{\tau} \setminus V_{\tau}$, $\deg^\tau(i)$ is even and is not 0, hence, $\deg^\tau(i) \geq 2$. Any vertex $i \in U_{\tau} \setminus V_{\tau}$ cannot have $\deg^\tau(i) = 0$ otherwise $U_{\tau} \setminus \{i\}$ is a vertex separator of strictly smaller weight than $U_{\tau}$, which is not possible, hence, $\deg^\tau(i) \geq 1$. Therefore,

$$\sum_{e \in E(\tau)} k_e = \sum_{i \in V(\tau)} \deg^\tau(i) \geq \sum_{i \in V(\tau) \setminus U_{\tau} \setminus V_{\tau}} \deg^\tau(i) + \sum_{i \in U_{\tau} \setminus V_{\tau}} \deg^\tau(i) + \sum_{i \in V_{\tau} \setminus U_{\tau}} \deg^\tau(i)$$

$$\geq 2|V(\tau) \setminus U_{\tau} \setminus V_{\tau}| + |U_{\tau} \setminus V_{\tau}| + |V_{\tau} \setminus U_{\tau}|$$

$$= 2(|V(\tau)| - |U_{\tau}|)$$

By choosing $C_{\Delta}$ sufficiently small, we have

$$\sqrt{n} |V(\tau)| - |U_{\tau}| S(\tau) = \sqrt{n} |V(\tau)| - |U_{\tau}| |\Delta| |V(\tau)| - |U_{\tau}| \prod_{e \in E(\tau)} \left( \frac{\lambda}{(\Delta n)^{k/2}} \right)^{l_e}$$

$$\leq \sqrt{n} |V(\tau)| - |U_{\tau}| |\Delta| |V(\tau)| - |U_{\tau}| \prod_{e \in E(\tau)} n^{(-\frac{k}{4} - 0.5\varepsilon) l_e}$$

$$= \sqrt{n} |V(\tau)| - |U_{\tau}| - \sum_{e \in E(\tau)} k_e \frac{1}{2} |\Delta| |V(\tau)| - |U_{\tau}| \prod_{e \in E(\tau)} n^{-0.5\varepsilon l_e}$$

$$= \Delta |V(\tau)| - |U_{\tau}| \prod_{e \in E(\tau)} n^{-0.5\varepsilon l_e}$$

$$\leq \frac{1}{n^{0.5\varepsilon} \sum_{e \in E(\tau)} l_e}$$
Corollary 7.2.2. For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$, we have

$$c(\tau)B_{\text{norm}}(\tau)S(\tau) \leq 1$$

Proof. Since $\tau$ is a proper middle shape, we have $w(I_\tau) = 0$ and $w(S_{\tau,\text{min}}) = w(U_\tau)$. This implies $n^{w(V(\tau)) + w(I_\tau) - w(S_{\tau,\text{min}})} = \sqrt{n}|V(\tau)| - |U_\tau|$. If $\deg^\tau(i)$ is odd for any vertex $i \in V(\tau) \setminus U_\tau \setminus V_\tau$, then $S(\tau) = 0$ and the inequality is true. So, assume $\deg^\tau(i)$ is even for all $i \in V(\tau) \setminus U_\tau \setminus V_\tau$. As was observed in the proof of Lemma 7.2.1, every vertex $i \in V(\tau) \setminus U_\tau$ or $i \in V(\tau) \setminus V_\tau$ has $\deg^\tau(i) \geq 1$ and hence, $|V(\tau) \setminus U_\tau| + |V(\tau) \setminus V_\tau| \leq 4\sum_{e \in E(\tau)} l_e$. Also, $|E(\tau)| \leq \sum_{e \in E(\tau)} l_e$ and $q = n^{O(1)} \cdot \varepsilon(C_V + C_E)$. We can set $C_V, C_E$ sufficiently small so that, using Lemma 7.2.1,

$$c(\tau)B_{\text{norm}}(\tau)S(\tau) = 100(3DV)^{|U_\tau \setminus V_\tau| + |V_\tau \setminus U_\tau| + k|E(\tau)|} |V(\tau) \setminus (U_\tau \cup V_\tau)|$$

$$\cdot 2e(6qDV)^{|V(\tau) \setminus U_\tau| + |V(\tau) \setminus V_\tau|} \prod_{e \in E(\tau)} (400D_V^2 D_E q)^l_e \sqrt{n}|V(\tau)| - |U_\tau| S(\tau)$$

$$\leq n^{O(1)} \cdot \varepsilon(C_V + C_E) \cdot \sum_{e \in E(\tau)} l_e \cdot \sqrt{n}|V(\tau)| - |U_\tau| S(\tau)$$

$$\leq n^{O(1)} \cdot \varepsilon(C_V + C_E) \cdot \sum_{e \in E(\tau)} l_e \cdot \frac{1}{n^{0.5\varepsilon \sum_{e \in E(\tau)} l_e}}$$

$$\leq 1$$

We can now show middle shape bounds.

Lemma 7.2.3. For all $U \in \mathcal{I}_{\text{mid}}$ and $\tau \in \mathcal{M}_U$,

$$\begin{bmatrix} 1 & B_{\text{norm}}(\tau)H_\tau \\ B_{\text{norm}}(\tau)H_\tau^T & 1 \end{bmatrix} \preceq 0$$
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Proof. We have

\[
\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|c(\tau)}H_{Id_U} & B_{\text{norm}}(\tau)H_{\tau} \\
B_{\text{norm}}(\tau)H_{\tau}^T & \frac{1}{|\text{Aut}(U)|c(\tau)}H_{Id_U}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\left(\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|}\right)H_{Id_U} & 0 \\
0 & \left(\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|}\right)H_{Id_U}
\end{bmatrix}
\]

\[+ B_{\text{norm}}(\tau)\begin{bmatrix}
\frac{S(\tau)}{|\text{Aut}(U)|}H_{Id_U} & H_{\tau} \\
H_{\tau}^T & \frac{S(\tau)}{|\text{Aut}(U)|}H_{Id_U}
\end{bmatrix}
\]

By Lemma 6.3.8, \[
\begin{bmatrix}
\frac{S(\tau)}{|\text{Aut}(U)|}H_{Id_U} & H_{\tau} \\
H_{\tau}^T & \frac{S(\tau)}{|\text{Aut}(U)|}H_{Id_U}
\end{bmatrix} \succ 0,
\]
so the second term above is positive semidefinite. For the first term, by Lemma 6.3.6, \(H_{Id_U} \succ 0\) and by Corollary 7.2.2, \[\frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)B_{\text{norm}}(\tau)}{|\text{Aut}(U)|} \geq 0,\]
which proves that the first term is also positive semidefinite.

7.2.2 Intersection term bounds

Lemma 7.2.4. Suppose \(\lambda \leq n^{\frac{k}{4}} - \epsilon\). For all \(U, V \in \mathcal{I}_{\text{mid}}\) where \(w(U) > w(V)\) and for all \(\gamma \in \Gamma_{U,V}\),

\[
n^{w(V(\gamma) \setminus U_{\gamma})}S(\gamma)^2 \leq \frac{1}{nB_\epsilon(|V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e)}
\]

for some constant \(B\) that depends only on \(C_\Delta\). In particular, it is independent of \(C_V\) and \(C_E\).

Proof. Suppose there is a vertex \(i \in V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma}\) such that \(\text{deg}^\gamma(i)\) is odd, then \(S(\gamma) = 0\) and the inequality is true. So, assume \(\text{deg}^\gamma(i)\) is even for all vertices \(i \in V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma}\). We first claim that \(k \sum_{e \in E(\gamma)} l_e \geq 2|V(\gamma) \setminus U_{\gamma}|\). Since \(\gamma\) is a left shape, all vertices \(i\) in \(V(\gamma) \setminus U_{\gamma}\) have \(\text{deg}^\gamma(i) \geq 1\). In particular, all vertices \(i \in V_{\gamma} \setminus U_{\gamma}\) have \(\text{deg}^\gamma(i) \geq 1\). Moreover, if \(i \in V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma}\), since \(\text{deg}^\gamma(i)\) is even, we must have \(\text{deg}^\gamma(i) \geq 2\).
Let $S'$ be the set of vertices $i \in U_\gamma \setminus V_\gamma$ that have $\deg_\gamma(i) \geq 1$. Then, note that $|S'| + |U_\gamma \cap V_\gamma| \geq |V_\gamma| \implies |S'| \geq |V_\gamma \setminus U_\gamma|$ since otherwise $S' \cup (U_\gamma \cap V_\gamma)$ will be a vertex separator of $\gamma$ of weight strictly less than $V_\gamma$, which is not possible. Then,

\[
\sum_{e \in E(\gamma)} kl_e = \sum_{i \in V(\gamma)} \deg_\gamma(i)
\]
\[
\geq \sum_{i \in V(\gamma) \setminus U_\gamma \setminus V_\gamma} \deg_\gamma(i) + \sum_{i \in U_\gamma \setminus V_\gamma} \deg_\gamma(i) + \sum_{i \in V_\gamma \setminus U_\gamma} \deg_\gamma(i)
\]
\[
\geq 2|V(\gamma) \setminus U_\gamma \setminus V_\gamma| + |S'| + |V_\gamma \setminus U_\gamma|
\]
\[
\geq 2|V(\gamma) \setminus U_\gamma \setminus V_\gamma| + 2|V_\gamma \setminus U_\gamma|
\]
\[
= 2|V(\gamma) \setminus U_\gamma|
\]

Finally, note that $2|V(\gamma)| - |U_\gamma| - |V_\gamma| = |U_\gamma \setminus V_\gamma| + |V_\gamma \setminus U_\gamma| + 2|V(\gamma) \setminus U_\gamma \setminus V_\gamma| \geq |V(\gamma) \setminus (U_\gamma \cap V_\gamma)|$. By choosing $C_\Delta$ sufficiently small, we have

\[
n^{w(V(\gamma) \setminus U_\gamma)} S(\gamma)^2 = n^{w(V(\gamma) \setminus U_\gamma)} \Delta^2 |V(\gamma)| - |U_\gamma| - |V_\gamma| \prod_{e \in E(\gamma)} \left( \frac{\lambda^2}{(\Delta n)^k} \right)^{l_e}
\]
\[
\leq n^{w(V(\gamma) \setminus U_\gamma)} \Delta^2 |V(\gamma)| - |U_\gamma| - |V_\gamma| \prod_{e \in E(\gamma)} n^{-k \varepsilon l_e}
\]
\[
\leq \Delta^2 |V(\gamma)| - |U_\gamma| - |V_\gamma| \prod_{e \in E(\gamma)} n^{-\varepsilon l_e}
\]
\[
\leq \frac{1}{n B_{\varepsilon} (|V(\gamma) \setminus (U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e)}
\]

for a constant $B$ that depends only on $C_\Delta$.

\[\blacksquare\]

**Remark 7.2.5.** In the above bounds, note that there is a decay of $n^{B_\varepsilon}$ for each vertex in $V(\gamma) \setminus (U_\gamma \cap V_\gamma)$. One of the main technical reasons for introducing the slack parameter $C_\Delta$ in the planted distribution was to introduce this decay, which is needed in the current machinery.
We can now obtain the intersection term bounds.

**Lemma 7.2.6.** For all $U, V \in I_{\text{mid}}$ where $w(U) > w(V)$ and all $\gamma \in \Gamma_{U,V}$,

$$c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H^{-\gamma}_{Id_V} \leq H'_{\gamma}$$

**Proof.** By Lemma 6.3.9, we have

$$c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H^{-\gamma}_{Id_V} \leq c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} H'_{\gamma}$$

Using the same proof as in Lemma 6.3.6, we can see that $H'_{\gamma} \geq 0$. Therefore, it suffices to prove that $c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} \leq 1$. Since $U, V \in I_{\text{mid}}$, $|\text{Aut}(U)| = |U|!$, $|\text{Aut}(V)| = |V|!$. Therefore, $\frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} = \frac{|U|!}{|V|!} \leq D_{V}^{[U_{\gamma} \setminus V_{\gamma}]}$. Also, $|E(\gamma)| \leq \sum_{e \in E(\gamma)} l_e$ and $q = n^{O(1)} \varepsilon (C_{V} + C_{E})$. Let $B$ be the constant from Lemma 7.2.4. We can set $C_{V}, C_{E}$ sufficiently small so that, using Lemma 7.2.4,

$$c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} \leq 100^2 (3D_V)^2 |U_{\gamma} \setminus V_{\gamma}| + 2 |V_{\gamma} \setminus U_{\gamma}| + 2k |E(\alpha)| 4 |V(\gamma) \setminus (U_{\gamma} \cup V_{\gamma})|$$

$$\cdot (3D_V)^4 |V(\gamma) \setminus V_{\gamma}| + 2 |V(\gamma) \setminus U_{\gamma}| (6q D_{V})^2 |V(\gamma) \setminus U_{\gamma}| + 2 |V(\gamma) \setminus V_{\gamma}| \prod_{e \in E(\gamma)} (400 D_{V}^2 D_{E}^2 q)^{2l_e}$$

$$\cdot n^{w(V(\gamma) \setminus U_{\gamma})} S(\gamma)^2 \cdot D_{V}^{[U_{\gamma} \setminus V_{\gamma}]}$$

$$\leq n^{O(1)} \varepsilon (C_{V} + C_{E}) \cdot |V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e \cdot n^{w(V(\gamma) \setminus U_{\gamma})} S(\gamma)^2$$

$$\leq n^{O(1)} \varepsilon (C_{V} + C_{E}) \cdot |V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e \cdot \frac{1}{n B \varepsilon (|V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e)}$$

$$\leq 1$$

\[ \Box \]
7.2.3 Truncation error bounds

In this section, we will obtain the truncation error bounds using the strategy sketched in section 10 of [175]. We also reuse the notation. First, we need the following bound on $B_{norm}(\sigma)B_{norm}(\sigma')H_{Id_U}(\sigma, \sigma')$.

**Lemma 7.2.7.** Suppose $\lambda = n^{\frac{k}{4}-\varepsilon}$. For all $U \in I_{mid}$ and $\sigma, \sigma' \in L_U$,

$$B_{norm}(\sigma)B_{norm}(\sigma')H_{Id_U}(\sigma, \sigma') \leq \frac{1}{n^{0.5\varepsilon + 1} C \Delta |V(\sigma \circ \sigma')| \Delta_{sos} U |U|}$$

**Proof.** Suppose there is a vertex $i \in V(\sigma) \setminus V_\sigma$ such that $deg^\sigma(i) + deg^U \sigma(i)$ is odd, then $H_{Id_U}(\sigma, \sigma') = 0$ and the inequality is true. So, assume that $deg^\sigma(i) + deg^U \sigma(i)$ is even for all $i \in V(\sigma) \setminus V_\sigma$. Similarly, assume that $deg^{\sigma'}(i) + deg^U \sigma'(i)$ is even for all $i \in V(\sigma') \setminus V_{\sigma'}$. Also, if $\rho_\sigma \neq \rho_{\sigma'}$, we will have $H_{Id_U}(\sigma, \sigma') = 0$ and we’d be done. So, assume $\rho_\sigma = \rho_{\sigma'}$.

Let $\alpha = \sigma \circ \sigma'$. We will first prove that $\sum_{e \in E(\alpha)} k l_e + 2deg(\alpha) \geq 2|V(\alpha)| + 2|U|$. Firstly, note that all vertices $i \in V(\alpha) \setminus (U_\alpha \cup V_\alpha)$ have $deg^\alpha(i)$ to be even and nonzero, and hence at least 2. Moreover, in both the sets $U_\alpha \setminus (U_\alpha \cap V_\alpha)$ and $V_\alpha \setminus (U_\alpha \cap V_\alpha)$, there are at least $|U| - |U_\alpha \cap V_\alpha|$ vertices of degree at least 1, because $U$ is a minimum vertex separator. Also, note that $deg(\alpha) \geq |U_\alpha| + |V_\alpha|$. This implies that

$$\sum_{e \in E(\alpha)} k l_e + 2deg(\alpha)$$

$$\geq 2|V(\alpha) \setminus (U_\alpha \cup V_\alpha)| + 2(|U| - |U_\alpha \cap V_\alpha|) + 2(|U_\alpha| + |V_\alpha|)$$

$$= 2(|V(\alpha)| - |U_\alpha \cup V_\alpha|) + 2(|U| - |U_\alpha \cap V_\alpha|) + 2(|U_\alpha \cup V_\alpha| + |U_\alpha \cap V_\alpha|)$$

$$= 2|V(\alpha)| + 2|U|$$
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where we used the fact that $U_\alpha \cap V_\alpha \subseteq U$. Finally, by choosing $C_V, C_E$ sufficiently small,

$$B_{\text{norm}}(\sigma) B_{\text{norm}}(\sigma') H_{I_dU}(\sigma, \sigma')$$

$$= 2e(6qD_V)|V(\sigma)\setminus U_\sigma| + |V(\sigma)\setminus V_\sigma| \prod_{e \in E(\sigma)} (400D_V^2D_E^2q)^{l_e} n^{w(V(\sigma)) - w(U)}$$

$$\cdot 2e(6qD_V)|V(\sigma')\setminus U_{\sigma'}| + |V(\sigma')\setminus V_{\sigma'}| \prod_{e \in E(\sigma')} (400D_V^2D_E^2q)^{l_e} n^{w(V(\sigma')) - w(U)}$$

$$\cdot \frac{1}{|\text{Aut}(U)|} \Delta|V(\alpha)| \left( \frac{1}{\sqrt{n}} \right)^{\text{deg}(\alpha)} \prod_{e \in E(\alpha)} \left( \frac{\lambda}{(\Delta n)^{\frac{1}{2}}} \right)^{l_e}$$

$$\leq n^{O(1)}(\epsilon(C_V + C_E) - (|V(\alpha)| + \sum_{e \in E(\alpha)} l_e) \Delta|V(\alpha)| \left( \frac{1}{\sqrt{n}} \right)^{\text{deg}(\alpha)}$$

$$\cdot \sqrt{n}|V(\alpha)| - |U| \left( \frac{1}{\sqrt{n}} \right)^{\text{deg}(\alpha)} \prod_{e \in E(\alpha)} n^{(-\frac{k}{4} - 0.5\epsilon)l_e}$$

$$\leq \frac{n^{O(1)}(\epsilon(C_V + C_E) - (|V(\alpha)| + \sum_{e \in E(\alpha)} l_e)}{n^{0.5\epsilon|V(\alpha)|} \sum_{e \in E(\alpha)} l_e} \cdot \frac{1}{\Delta D_{sos} n^{U}} \sqrt{n}|V(\alpha)| - |U| - \text{deg}(\alpha) - \frac{1}{2} \sum_{e \in E(\alpha)} k l_e$$

where we used the facts $\Delta \leq 1$, $\text{deg}(\alpha) \leq 2D_{sos}$. \hfill \qed

We now apply the strategy by showing the following bounds.

**Lemma 7.2.8.** Whenever $\|M_\alpha\| \leq B_{\text{norm}}(\alpha)$ for all $\alpha \in \mathcal{M}'$,

$$\sum_{U \in \mathcal{I}_{mid}} M_{I_dU}^{fact}(H_{I_dU}) \geq \frac{\Delta_{2D_{sos}}}{nD_{sos}} Id_{sym}$$

**Proof.** For $V \in \mathcal{I}_{mid}$, $\lambda_V = \frac{1}{n|V|}$. We then choose $w_V = \left( \frac{1}{n} \right)^{D_{sos} - |V|}$. For all left shapes $\sigma \in \mathcal{L}_V$, it’s easy to verify $w_V \leq \frac{w_{V_\sigma} \lambda_{U_\sigma}}{\left| \mathcal{I}_{mid} B_{\text{norm}}(\sigma) c(\sigma)^2 H_{I_dU}(\sigma, \sigma) \right|}$ using Lemma 7.2.7. This completes the proof. \hfill \qed
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Lemma 7.2.9. 
\[ \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U, *} \frac{d_{Id_U}(H_{Id_U}, H'_\gamma)}{|\text{Aut}(U)|c(\gamma)} \leq \frac{1}{\Delta 2D_{sos} 2D_V} \]

*Proof.* We use the same argument and notation as in Lemma 7.1.8. When we plug in the bounds, we get

\[ \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_U, *} \frac{d_{Id_U}(H_{Id_U}, H'_\gamma)}{|\text{Aut}(U)|c(\gamma)} \leq \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} B_{\text{norm}}(\sigma) B_{\text{norm}}(\sigma') H_{Id_U}(\sigma, \sigma') \frac{1}{2 \min(m_\sigma, m_{\sigma'}) - 1} \]

\[ \leq \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{1}{n \cdot 0.5C \Delta |V(\sigma \circ \sigma')| \Delta D_{sos}|U| 2 \min(m_\sigma, m_{\sigma'}) - 1} \]

\[ \leq \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{1}{n \cdot 0.5C \Delta |V(\sigma \circ \sigma')| \Delta D_{sos} 2 \min(m_\sigma, m_{\sigma'}) - 1} \]

where we used Lemma 7.2.7. Using \( n^{0.5C \Delta |V(\sigma \circ \sigma')|} \geq n^{0.1 \varepsilon C \Delta |V(\sigma \circ \sigma')|} \)

\[ \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{d_{Id_U}(H_{Id_U}, H'_\gamma)}{|\text{Aut}(U)|c(\gamma)} \leq \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{1}{n \cdot 0.1 \varepsilon C \Delta |V(\sigma \circ \sigma')| \Delta D_{sos} 2 \min(m_\sigma, m_{\sigma'}) - 1} \]

\[ \leq \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{1}{\Delta D_{sos} n \cdot 0.1 \varepsilon C \Delta |V(\sigma \circ \sigma')|} \Delta 2D_{sos} 2D_V \]

where we set \( C_{sos} \) small enough so that \( D_{sos} = n^{\varepsilon C_{sos}} \leq n^{\varepsilon C \Delta} = \frac{1}{\Delta} \). The final step will be to argue that \( \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\sigma, \sigma' \in \mathcal{L}'_U} \frac{1}{D_{sos} n \cdot 0.1 \varepsilon C \Delta |V(\sigma \circ \sigma')|} \leq 1 \) which will complete the proof. But this will follow if we set \( C_V, C_E \) small enough.

We can finally complete the analysis of the truncation error.
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Lemma 7.2.10. Whenever $\|M_\alpha\| \leq B_{\text{norm}}(\alpha)$ for all $\alpha \in \mathcal{M}'$, 

$$\sum_{U \in \mathcal{I}_{\text{mid}}} M_{Id_U}^\text{fact}(H_{Id_U}) \geq 6 \left( \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_{U,\ast}} \frac{d_{Id_U}(H'_\gamma, H_{Id_U})}{|\text{Aut}(U)|c(\gamma)} \right) I_{\text{sym}}$$

Proof. Choose $C_{\text{sos}}$ sufficiently small so that $\frac{\Delta^2_{2\text{sos}}}{nD_{\text{sos}}} \geq \frac{6}{2D_{\text{sos}}2D_V}$, which is satisfied by setting $C_{\text{sos}} < 0.5C_V$. Then, since $I_{\text{sym}} \geq 0$, using Lemma 7.2.8 and Lemma 7.2.9,

$$\sum_{U \in \mathcal{I}_{\text{mid}}} M_{Id_U}^\text{fact}(H_{Id_U}) \geq \frac{\Delta^2_{2\text{sos}}}{nD_{\text{sos}}} I_{\text{sym}}$$

$$\geq \frac{6}{\Delta^2_{2\text{sos}}2D_V} I_{\text{sym}}$$

$$\geq 6 \left( \sum_{U \in \mathcal{I}_{\text{mid}}} \sum_{\gamma \in \Gamma_{U,\ast}} \frac{d_{Id_U}(H'_\gamma, H_{Id_U})}{|\text{Aut}(U)|c(\gamma)} \right) I_{\text{sym}}$$

$

7.3 Sparse PCA: Full verification

In this section, we will full prove Theorem 4.2.3.

Theorem 4.2.3. There exists a constant $C > 0$ such that for all sufficiently small constants $\varepsilon > 0$, if $m \leq d^{1-\varepsilon}/\lambda^2$, $m \leq k^{2-\varepsilon}/\lambda^2$, and there exists a constant $A$ such that $0 < A < \frac{1}{4}$, $d^{4A} \leq k \leq d^{1-A\varepsilon}$, and $\frac{\sqrt{\lambda}}{\sqrt{k}} \leq d^{-A\varepsilon}$, then with high probability, the SoS solution given by pseudo-calibration for degree $d^{C\varepsilon}$ Sum of Squares is feasible.

We already showed the relevant qualitative bounds in Section 6.4. We use the bounds and also the notation from that section. We will apply the machinery.

Definition 7.3.1. Define $n = \max(d, m)$.

The above definition conforms with the notation used in the machinery. So, we can use
the bounds as stated there. Once we verify the conditions, the theorem will immediately follow from the machinery.

### 7.3.1 Middle shape bounds

**Lemma 7.3.2.** Suppose $0 < A < \frac{1}{4}$ is a constant such that $\frac{\sqrt{A}}{\sqrt{k}} \leq d^{-A\varepsilon}$ and $\frac{1}{\sqrt{k}} \leq d^{-2A}$. For all $m$ such that $m \leq \frac{d^{1-\varepsilon}}{k}$, $m \leq \frac{k^{2-\varepsilon}}{d}$, for all $U \in I_{\text{mid}}$ and $\tau \in M_U$, suppose $\deg^\tau(i)$ is even for all $i \in V(\tau) \setminus U_\tau \setminus V_\tau$, then

$$\sqrt{d^{\tau_1 - |U_\tau|_1}} \sqrt{m^{\tau_2 - |U_\tau|_2}} S(\tau) \leq \prod_{j \in V_2(\tau) \setminus U_\tau \setminus V_\tau} (\deg^\tau(j) - 1)!! \cdot \frac{1}{d^{A\varepsilon} \sum_{e \in E(\tau)} l_e}$$

**Proof.** Let $r_1 = |\tau|_1 - |U_\tau|_1$, $r_2 = |\tau|_2 - |U_\tau|_2$. Since $\Delta \leq 1$, it suffices to prove

$$E := \sqrt{d^{r_1}} \sqrt{m^{r_2}} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{A}}{\sqrt{k}} \right)^{r_2} \leq \frac{1}{d^{A\varepsilon} \sum_{e \in E(\tau)} l_e}$$

We will need the following claim.

**Claim 7.3.3.** $\sum_{e \in E(\tau)} l_e \geq 2 \max(r_1, r_2)$.

**Proof.** We will first prove $\sum_{e \in E(\tau)} l_e \geq 2r_1$. For any vertex $i \in V_1(\tau) \setminus U_\tau \setminus V_\tau$, $\deg^\tau(i)$ is even and is not 0, hence, $\deg^\tau(i) \geq 2$. Any vertex $i \in U_\tau \setminus V_\tau$ cannot have $\deg^\tau(i) = 0$ otherwise $U_\tau \setminus \{i\}$ is a vertex separator of strictly smaller weight than $U_\tau$, which is not possible, hence, $\deg^\tau(i) \geq 1$. Similarly, for $i \in V_\tau \setminus U_\tau$, $\deg^\tau(i) \geq 1$. Also, since $H_\tau$ is bipartite, we have $\sum_{i \in V_1(\tau)} \deg^\tau(i) = \sum_{j \in V_2(\tau)} \deg^\tau(j) = \sum_{e \in E(\tau)} l_e$. Consider
\[
\sum_{e \in E(\tau)} l_e = \sum_{i \in V_1(\tau)} \deg^\tau(i) \\
\geq \sum_{i \in V_1(\tau) \setminus U_\tau \setminus V_\tau} \deg^\tau(i) + \sum_{i \in (U_\tau)_1 \setminus V_\tau} \deg^\tau(i) + \sum_{i \in (V_\tau)_1 \setminus U_\tau} \deg^\tau(i) \\
\geq 2|V_1(\tau) \setminus U_\tau \setminus V_\tau| + |(U_\tau)_1 \setminus V_\tau| + |(V_\tau)_1 \setminus U_\tau| \\
= 2r_1
\]

We can similarly prove \(\sum_{e \in E(\tau)} l_e \geq 2r_2\)

To illustrate the main idea, we will start by proving the weaker bound \(E \leq 1\). Observe that our assumptions imply \(m \leq \frac{d}{\lambda^2}, m \leq \frac{k^2}{\lambda^2}\) and also, using the fact \(\frac{\sqrt{\lambda}}{\sqrt{k}} \leq d^{-A\epsilon} \leq 1\), we have \(E \leq \sqrt{d}\sqrt{m}r_1 \left(\frac{k}{d}\right)^{r_1} \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^{2\max(r_1,r_2)}\).

**Claim 7.3.4.** For integers \(r_1, r_2 \geq 0\), if \(m \leq \frac{d}{\lambda^2}\) and \(m \leq \frac{k^2}{\lambda^2}\), then,

\[
\sqrt{d}^{r_1} \sqrt{m} r_2 \left(\frac{k}{d}\right)^{r_1} \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^{2\max(r_1,r_2)} \leq 1
\]

**Proof.** We will consider the cases \(r_1 \geq r_2\) and \(r_1 < r_2\) separately. If \(r_1 \geq r_2\), we have

\[
\sqrt{d}^{r_1} \sqrt{m} r_2 \left(\frac{k}{d}\right)^{r_1} \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^{2r_1} \leq \sqrt{d}^{r_1} \left(\frac{\sqrt{d}}{\lambda}\right)^{r_2} \left(\frac{k}{d}\right)^{r_1} \left(\frac{\sqrt{\lambda}}{\sqrt{k}}\right)^{2r_1} \\
= \left(\frac{\lambda}{\sqrt{d}}\right)^{r_1-r_2} \\
\leq \left(\frac{1}{\sqrt{m}}\right)^{r_1-r_2} \\
\leq 1
\]
And if $r_1 < r_2$, we have
\[
\sqrt{d^{r_1}} \sqrt{m^{r_2}} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_2} = \sqrt{d^{r_1}} \sqrt{m^{r_2-r_1}} \sqrt{m^{r_1}} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_2} \\
\leq \sqrt{d^{r_1}} \left( \frac{k}{\lambda} \right)^{r_2-r_1} \left( \frac{\sqrt{d}}{\lambda} \right)^{r_1} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_2} \\
= 1
\]

For the desired bounds, we mimic this argument while carefully keeping track of factors of $d^\epsilon$.

**Claim 7.3.5.** For integers $r_1, r_2 \geq 0$ and an integer $r \geq 2 \max(r_1, r_2)$, if $m \leq \frac{d^{1-\epsilon}}{\lambda^2}$ and $m \leq \frac{k^{2-\epsilon}}{\lambda^2}$, then,
\[
\sqrt{d^{r_1}} \sqrt{m^{r_2}} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{r} \leq \left( \frac{1}{d^{A\epsilon}} \right)^{r}
\]

**Proof.** If $r_1 \geq r_2$,
\[
E = \sqrt{d^{r_1}} \sqrt{m^{r_2}} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_1} \\
\leq \sqrt{d^{r_1}} \left( \frac{d^{1-\epsilon}}{\lambda} \right)^{r_2} \left( \frac{k}{d} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_1} \\
= \left( \frac{\lambda}{\sqrt{d^{1-\epsilon}}} \right)^{r_1-r_2} \left( \frac{1}{\sqrt{d}} \right)^{r_1} \left( \frac{\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_1} \\
\leq \left( \frac{1}{\sqrt{m}} \right)^{r_1-r_2} \left( \frac{1}{\sqrt{d}} \right)^{r_1} \left( \frac{1}{d^{A\epsilon}} \right)^{r-2r_1} \\
\leq \left( \frac{1}{d^{2A}} \right)^{r_1} \left( \frac{1}{d^{A\epsilon}} \right)^{r-2r_1} \\
= \left( \frac{1}{d^{A\epsilon}} \right)^{r}
\]
And if $r_1 < r_2$,

$$E = \sqrt{d^{r_1}} \sqrt{m^{r_2-r_1}} \sqrt{m^{r_1}} (k^d)^{r_1} \left( \frac{k}{d} \right)^{2r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_2}$$

$$\leq \sqrt{d^{r_1}} \left( \frac{k^{r_2-\varepsilon}}{\lambda} \right)^{r_2-r_1} \left( \frac{d^{1-\varepsilon}}{\lambda} \right)^{r_1} \left( \frac{k}{d} \right)^{2r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{2r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_2}$$

$$= \left( \frac{k^{\varepsilon r_1}}{\sqrt{d}} \right) \left( \frac{1}{\sqrt{k}} \right)^{r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_2}$$

$$\leq \left( \frac{1}{\sqrt{k}} \right)^{r_2} \left( \frac{k\sqrt{\lambda}}{\sqrt{k}} \right)^{r-2r_2}$$

$$\leq \left( \frac{1}{d^A} \right)^{r_2} \left( \frac{1}{d^{A\varepsilon}} \right)^{r-2r_2}$$

$$\leq \left( \frac{1}{d^{A\varepsilon}} \right) \sum_{e \in E(\tau)} l_e$$

The result follows by setting $r = \sum_{e \in E(\tau)} l_e$ in the above claim.

**Corollary 7.3.6.** For all $U \in \mathcal{I}_{mid}$ and $\tau \in \mathcal{M}_U$, we have

$$c(\tau)B_{\text{norm}}(\tau)S(\tau)R(\tau) \leq 1$$

**Proof.** First, note that if $\text{deg}^T(i)$ is odd for any vertex $i \in V(\tau) \setminus U_\tau \setminus V_\tau$, then $S(\tau) = 0$ and the inequality is true. So, assume that $\text{deg}^T(i)$ is even for all $i \in V(\tau) \setminus U_\tau \setminus V_\tau$. Since $\tau$ is a proper middle shape, we have $w(I_\tau) = 0$ and $w(S_{\tau,\text{min}}) = w(U_\tau)$. This implies $n^{w(V(\tau))+w(U_\tau)-w(S_{\tau,\text{min}})} = \sqrt{d}|\tau|-|U_\tau| \sqrt{m}|\tau|-|U_\tau|$. As was observed in the proof of Lemma 7.3.2, every vertex $i \in V(\tau) \setminus U_\tau$ or $i \in V(\tau) \setminus V_\tau$ has $\text{deg}^T(i) \geq 1$ and hence, $|V(\tau) \setminus U_\tau| + |V(\tau) \setminus V_\tau| \leq 4 \sum_{e \in E(\tau)} l_e$. Also, $q = d^{O(1)}\varepsilon(C_V+C_E)$. We can set $C_V, C_E$ to satisfy the conditions of the corollary.
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sufficiently small so that

\[
c(\tau)B_{norm}(\tau)S(\tau)R(\tau) = 100(6D_V)|U_\tau|V_\tau|E(\tau)|4|V(\tau)|(U_\tau\cup V_\tau)|
\]
\[
\cdot 2e(6qD_V)|V(\tau)|U_\tau|V_\tau| \prod_{c \in E(\tau)} (400D_V^2D_E^2q)^{I_c}
\]
\[
\cdot \sqrt{d} |\tau|_{1-|U_\tau|} \sqrt{m} |\tau|_{2-|U_\tau|} S(\tau)(C_{disc} \sqrt{D_E}) \sum_{j \in (U_\tau) \cup (V_\tau)} deg^*(j)
\]
\[
\leq d^{O(1)(C_V+C_E)\cdot \sum_{c \in E(\tau)} I_c} \cdot \prod_{j \in V_2(\tau)\setminus V_2(U_\tau)\setminus V_2(V_\tau)} (deg^*(j) - 1)!! \cdot \frac{1}{d^{A_c \sum_{c \in E(\tau)} I_c}}
\]
\[
\leq 1
\]

We can now obtain our desired middle shape bounds.

**Lemma 7.3.7.** For all \( U \in \mathcal{I}_{mid} \) and \( \tau \in \mathcal{M}_U \),

\[
\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|c(\tau)} H_{IdU} & B_{norm}(\tau) H_{\tau} \\
B_{norm}(\tau) H_{\tau}^T & \frac{1}{|\text{Aut}(U)|c(\tau)} H_{IdU}
\end{bmatrix} \succeq 0
\]

**Proof.** We have

\[
\begin{bmatrix}
\frac{1}{|\text{Aut}(U)|c(\tau)} H_{IdU} & B_{norm}(\tau) H_{\tau} \\
B_{norm}(\tau) H_{\tau}^T & \frac{1}{|\text{Aut}(U)|c(\tau)} H_{IdU}
\end{bmatrix} = 
\begin{bmatrix}
\left( \frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)R(\tau)B_{norm}(\tau)}{|\text{Aut}(U)|} \right) H_{IdU} & \frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)R(\tau)B_{norm}(\tau)}{|\text{Aut}(U)|} \right) H_{IdU} \\
0 & \left( \frac{1}{|\text{Aut}(U)|c(\tau)} - \frac{S(\tau)R(\tau)B_{norm}(\tau)}{|\text{Aut}(U)|} \right) H_{IdU}
\end{bmatrix}
\]

\[
+ B_{norm}(\tau) \begin{bmatrix}
\frac{S(\tau)R(\tau)}{|\text{Aut}(U)|} H_{IdU} & H_{\tau} \\
H_{\tau}^T & \frac{S(\tau)R(\tau)}{|\text{Aut}(U)|} H_{IdU}
\end{bmatrix}
\]
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By Lemma 6.4.9, \( \left[ \frac{S(\tau)R(\tau)}{|\text{Aut}(U)|} H_{U} \right] \leq 0 \), so the second term above is positive semidefinite. For the first term, by Lemma 6.4.5, \( H_{U} \geq 0 \) and by Corollary 7.3.6, 
\[
\frac{1}{|\text{Aut}(U)|} \frac{S(\tau)R(\tau)}{|\text{Aut}(U)|} H_{U} \geq 0
\]
for all \( \tau \in S \). For all \( \tau \), let \( \lambda_{\tau} = \frac{1}{|\text{Aut}(U)|} \frac{S(\tau)R(\tau)}{|\text{Aut}(U)|} H_{U} \). Then, the inequality holds for all \( \tau \), which proves that the first term is also positive semidefinite.

### 7.3.2 Intersection term bounds

**Lemma 7.3.8.** Suppose \( 0 < A < \frac{1}{4} \) is a constant such that \( \frac{\sqrt{A}}{\sqrt{k}} \leq d^{-A} \), \( \frac{1}{\sqrt{k}} \leq d^{-2A} \) and \( \frac{k}{d} \leq d^{-A} \). For all \( m \) such that \( m \leq \frac{d^{1-e}}{\lambda^2}, m \leq \frac{k^2}{\lambda^2} \), for all \( U, V \in \mathcal{I}_{\text{mid}} \) where \( w(U) > w(V) \) and for all \( \gamma \in \Gamma_{U,V} \),

\[
n^{w(V(\gamma) \setminus U_{\gamma})} S(\gamma)^2 \leq \left( \prod_{j \in V_{2}(\gamma) \setminus U_{\gamma} \setminus V_{\gamma}} (\deg^\gamma(j) - 1)!! \right)^2 \frac{1}{d^{B\varepsilon(|V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e)}
\]

for some constant \( B > 0 \) that depends only on \( C_{\Delta} \). In particular, it is independent of \( C_{V} \) and \( C_{E} \).

**Proof.** Suppose there is a vertex \( i \in V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma} \) such that \( \deg^\gamma(i) \) is odd, then \( S(\gamma) = 0 \) and the inequality is true. So, assume \( \deg^\gamma(i) \) is even for all vertices \( i \in V(\gamma) \setminus U_{\gamma} \setminus V_{\gamma} \). We have \( n^{w(V(\gamma) \setminus U_{\gamma})} = d^{e_1 - |U_{\gamma}|_1 m_{\gamma} |U_{\gamma}|_2 - |U_{\gamma}|_2} \). Plugging in \( S(\gamma) \), we get that we have to prove

\[
E := d^{e_1 - |U_{\gamma}|_1 m_{\gamma} |U_{\gamma}|_2 - |U_{\gamma}|_2} \left( \frac{k}{d} \right)^{2|\gamma|_1 - |U_{\gamma}|_1 - |V_{\gamma}|_1} \Delta^2|\gamma|_2 - |U_{\gamma}|_2 - |V_{\gamma}|_2 \prod_{e \in E(\gamma)} \frac{\lambda_e}{k^{l_e}} \leq d^{B\varepsilon(|V(\gamma) \setminus (U_{\gamma} \cap V_{\gamma})| + \sum_{e \in E(\gamma)} l_e)}
\]

Let \( S' \) be the set of vertices \( i \in U_{\gamma} \setminus V_{\gamma} \) that have \( \deg^\gamma(i) \geq 1 \). Let \( e, f \) be the number of type 1 vertices and the number of type 2 vertices in \( S' \) respectively. Observe that \( S' \cup (U_{\gamma} \cap V_{\gamma}) \) is a vertex separator of \( \gamma \). Let \( g = |V_{\gamma} \setminus U_{\gamma}|_1 \) (resp. \( h = |V_{\gamma} \setminus U_{\gamma}|_2 \)) be the number of type 1 vertices (resp. type 2 vertices) in \( V_{\gamma} \setminus U_{\gamma} \). We first claim that \( d^{e_1} m^f \geq d^{g} m^h \). To see this, note that the vertex separator \( S' \cup (U_{\gamma} \cap V_{\gamma}) \) has weight \( \sqrt{d^{e_1} |U_{\gamma} \cap V_{\gamma}|_1} \). On the other hand, \( V_{\gamma} \) has weight \( \sqrt{d^{g} |U_{\gamma} \cap V_{\gamma}|_1} \). Since \( \gamma \) is a left shape, \( V_{\gamma} \) is the unique
minimum vertex separator and hence, we have the inequality \( \sqrt{d^e + |U_\gamma \cap V_\gamma|^1} \sqrt{m^f + |U_\gamma \cap V_\gamma|^2} \geq \sqrt{d^g + |U_\gamma \cap V_\gamma|^1} \sqrt{m^h + |U_\gamma \cap V_\gamma|^2} \) which implies \( d^e m^f \geq d^g m^h \). Let \( p = |V(\gamma) \setminus (U_\gamma \cup V_\gamma)|^1 \) (resp. \( q = |V(\gamma) \setminus (U_\gamma \cup V_\gamma)|^2 \)) be the number of type 1 vertices (resp. type 2 vertices) in \( V(\gamma) \setminus (U_\gamma \cup V_\gamma) \). To illustrate the main idea, we will first prove the weaker inequality \( E \leq 1 \).

Since \( \Delta \leq 1 \), it suffices to prove
\[
d^{\gamma|_1} - |U_\gamma|_1 m^{\gamma|_2} - |U_\gamma|_2 \left( \frac{k}{d} \right)^2 |\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1 \prod_{e \in E(\gamma)} \frac{\lambda_e}{k^l_e} \leq 1
\]

We have \( d^{\gamma|_1} - |U_\gamma|_1 m^{\gamma|_2} - |U_\gamma|_2 = n^{p + e + g} m^{q + h} \leq n^{p + e + g} m^{q + \frac{f + h}{2}} \) since \( d^e m^f \geq d^g m^h \). Also, \( 2|\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1 = 2p + e + g \). So, it suffices to prove
\[
n^{p + e + g} m^{q + \frac{f + h}{2}} \left( \frac{k}{d} \right)^2 \prod_{e \in E(\gamma)} \left( \frac{\lambda}{k} \right)^l_e \leq 1
\]

We will need the following claim.

**Claim 7.3.9.** \( \sum_{e \in E(\gamma)} l_e \geq \max(2p + e + g, 2q + f + h) \)

**Proof.** Since \( H_\gamma \) is bipartite, we have \( \sum_{e \in E(\gamma)} l_e = \sum_{i \in V_1(\gamma)} \deg(\gamma(i)) = \sum_{i \in V_2(\gamma)} \deg(\gamma(i)) \). Observe that all vertices \( i \in V(\gamma) \setminus U_\gamma \setminus V_\gamma \) have \( \deg(\gamma(i)) \) nonzero and even, and hence, \( \deg(\gamma(i)) \geq 2 \). Then,
\[
\sum_{e \in E(\gamma)} l_e = \sum_{i \in V_1(\gamma)} \deg(\gamma(i)) \\
\geq \sum_{i \in V_1(\gamma) \setminus U_\gamma \setminus V_\gamma} \deg(\gamma(i)) + \sum_{i \in (U_\gamma) \setminus V_\gamma} \deg(\gamma(i)) + \sum_{i \in (V_\gamma) \setminus U_\gamma} \deg(\gamma(i)) \\
\geq 2p + e + g
\]
Similarly,

\[
\sum_{e \in E(\gamma)} l_e = \sum_{i \in V_2(\gamma)} \deg^\gamma(i) \\
\geq \sum_{i \in V_2(\gamma) \setminus U_\gamma \setminus V_\gamma} \deg^\gamma(i) + \sum_{i \in (U_\gamma) \setminus V_\gamma} \deg^\gamma(i) + \sum_{i \in (V_\gamma) \setminus U_\gamma} \deg^\gamma(i) \\
\geq 2q + f + h
\]

Therefore, \( \sum_{e \in E(\gamma)} l_e \geq \max(2p + e + g, 2q + f + h) \).

Now, let \( r_1 = p + \frac{e+g}{2}, r_2 = q + \frac{f+h}{2} \). Then, \( \sum_{e \in E(\gamma)} l_e \geq 2 \max(r_1, r_2) \) and we wish to prove \( d^{r_1} m^{r_2} \left( \frac{k}{d} \right)^{2r_1} \left( \frac{\lambda}{k} \right)^{2 \max(r_1, r_2)} \leq 1 \) This expression simply follows by squaring Claim 7.3.4.

Now, to prove that \( E \leq \frac{1}{d^{B\varepsilon(|V(\gamma)\setminus(U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e)} \), we mimic this argument while carefully keeping track of factors of \( d^\varepsilon \). Again, using \( d^\varepsilon m^f \geq d^g m^h \), it suffices to prove that

\[
d^{p+\frac{e+g}{2}} m^{q+\frac{f+h}{2}} \left( \frac{k}{d} \right)^{2|\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1} \Delta^{2|\gamma|_2 - |U_\gamma|_2 - |V_\gamma|_2} \prod_{e \in E(\gamma)} \frac{\lambda^{l_e}}{k^{l_e}} \leq \frac{1}{d^{B\varepsilon(|V(\gamma)\setminus(U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e)}
\]

The idea is that the \( d^{B\varepsilon} \) decay for the edges are obtained from the stronger assumption on \( m \), namely \( m \leq \frac{d^{1-\varepsilon}}{\lambda^2}, m \leq \frac{k^{2-\varepsilon}}{\lambda^2} \). And the \( d^{B\varepsilon} \) decay for the type 1 vertices of \( V(\gamma) \setminus (U_\gamma \cap V_\gamma) \) are obtained both from the stronger assumption on \( m \) as well as the factors of \( \frac{k}{d} \), the latter especially useful for the degree 0 vertices. Finally, the \( d^{B\varepsilon} \) decay for the type 2 vertices of \( V(\gamma) \setminus (U_\gamma \cap V_\gamma) \) are obtained from the factors of \( \Delta \). Indeed, note that for a constant \( B \) that depends on \( C_\Delta \), \( \Delta^{2|\gamma|_2 - |U_\gamma|_2 - |V_\gamma|_2} \leq d^{-B\varepsilon|V(\gamma)\setminus(U_\gamma \cap V_\gamma)|_2} \). So, we would be done if we prove

\[
d^{p+\frac{e+g}{2}} m^{q+\frac{f+h}{2}} \left( \frac{k}{d} \right)^{2|\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1} \left( \frac{\lambda}{k} \right)^{\sum_{e \in E(\gamma)} l_e} \leq \frac{1}{d^{B\varepsilon(|V(\gamma)\setminus(U_\gamma \cap V_\gamma)|_1 + \sum_{e \in E(\gamma)} l_e)}
\]
Let \( c_0 \) be the number of type 1 vertices \( i \) in \( V(\gamma) \setminus (U_\gamma \cap V_\gamma) \) such that \( \text{deg}^\gamma(i) = 0 \). Since they have degree 0, they must be in \((U_\gamma)_1 \setminus V_\gamma\). Also, we have \( 2|\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1 = 2p + e + g + c_0 \) and hence, \( \left( \frac{k}{d} \right)^{2|\gamma|_1 - |U_\gamma|_1 - |V_\gamma|_1} = \left( \frac{k}{d} \right)^{2p + e + g + c_0} \). For these degree 0 vertices, we have that the factors of \( \frac{k}{d} \leq d^{-A\varepsilon} \) offer a decay of \( \frac{1}{d^{2B}} \). Therefore, it suffices to prove

\[
d^{p+\frac{e+g}{2}}m^{q+\frac{f+h}{2}} \left( \frac{k}{d} \right)^{2p+e+g} \left( \frac{k}{d} \right)^{\sum_{e \in E(\gamma)} l_e} \leq \frac{1}{d^{B\varepsilon(p+q+e+f+g+h) + \sum_{e \in E(\gamma)} l_e}}
\]

for a constant \( B > 0 \). Observe that \( p + q + e + f + g + h \leq 2(\sum_{e \in E(\gamma)} l_e) \). Therefore, using the notation \( r_1 = p + \frac{e+g}{2}, r_2 = q + \frac{f+h}{2} \), it suffices to prove

\[
d^{r_1}m^{r_2} \left( \frac{k}{d} \right)^{2r_1} \left( \frac{k}{d} \right)^{\sum_{e \in E(\gamma)} l_e} \leq \frac{1}{d^{B\varepsilon} \sum_{e \in E(\gamma)} l_e}}
\]

for a constant \( B > 0 \). But this follows by squaring Claim 7.3.5 where we set \( r = \sum_{e \in E(\gamma)} l_e \).

\[\blacksquare\]

**Remark 7.3.10.** In the above bounds, note that there is a decay of \( d^{B\varepsilon} \) for each vertex in \( V(\gamma) \setminus (U_\gamma \cap V_\gamma) \). One of the main technical reasons for introducing the slack parameter \( C_\Delta \) in the planted distribution was to introduce this decay, which is needed in the current machinery.

With this, we obtain intersection term bounds.

**Lemma 7.3.11.** For all \( U, V \in \mathcal{I}_{\text{mid}} \) where \( w(U) > w(V) \) and all \( \gamma \in \Gamma_{U,V} \),

\[
c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H^{-\gamma;\gamma}_{Id_V} \leq H^I_{\gamma}
\]

**Proof.** By Lemma 6.4.10, we have

\[
c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 H^{-\gamma;\gamma}_{Id_V} \leq c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 R(\gamma)^2 \frac{|\text{Aut}(U)|}{|\text{Aut}(V)|} H^I_{\gamma}
\]
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Using the same proof as in Lemma 6.4.5, we can see that $H'_\gamma \geq 0$. Therefore, it suffices to prove that $c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 R(\gamma)^2 \frac{|Aut(U)|}{|Aut(V)|} \leq 1$. Since $U, V \in \mathcal{I}_{mid}$, $Aut(U) = |U|1!|U|2!$, $Aut(V) = |V|1!|V|2!$. Therefore, $\frac{|Aut(U)|}{|Aut(V)|} = \frac{|U|1!|U|2!}{|V|1!|V|2!} \leq D_V^{[U\gamma]\cap V\gamma}$. Also, $|E(\gamma)| \leq \sum_{e \in E(\gamma)} l_e$ and $q = d^{O(1)}\varepsilon(C_V+C_E)$. Note $R(\gamma)^2 = (C_{disc}\sqrt{D_E})^2 \sum_{j \in \{\gamma\}2\cup\{V\gamma\}2} deg(\gamma) \leq d^{O(1)}\varepsilon(C_V+C_E)\sum_{e \in E(\gamma)} l_e$ and

$$\left( \prod_{j \in V(\gamma) \setminus U_\gamma \setminus V_\gamma} (deg(\gamma) - 1)!! \right)^2 \leq (D_V D_E)^2 \sum_{e \in E(\gamma)} l_e \leq d^{O(1)}\varepsilon(C_V+C_E)\sum_{e \in E(\gamma)} l_e$$

Let $B$ be the constant from Lemma 7.3.8. We can set $C_V, C_E$ sufficiently small so that, using Lemma 7.3.8,

$$c(\gamma)^2 N(\gamma)^2 B(\gamma)^2 S(\gamma)^2 R(\gamma)^2 \frac{|Aut(U)|}{|Aut(V)|} \leq 100^2 (6D_V)^2 \sum_{e \in E(\gamma)} l_e \leq 100^2 (6D_V)^2 \sum_{e \in E(\gamma)} l_e \leq D_V^{[U\gamma]\cap V\gamma}$$

$$\leq d^{O(1)}\varepsilon(C_V+C_E)\cdot (|V(\gamma)\setminus (U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e) \cdot n^{w(V(\gamma) \setminus U_\gamma) S(\gamma)^2} \cdot D_V^{[U\gamma]\cap V\gamma}$$

$$\leq d^{O(1)}\varepsilon(C_V+C_E)\cdot (|V(\gamma)\setminus (U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e) \cdot \frac{1}{d^{B\varepsilon(|V(\gamma)\setminus (U_\gamma \cap V_\gamma)| + \sum_{e \in E(\gamma)} l_e)}$$

$$\leq 1$$

7.3.3 Truncation error bounds

In this section, we will obtain truncation error bounds using the strategy sketched in [175, Section 10]. We also reuse the notation. To do this, we need to first obtain a bound on the quantity $B_{norm}(\sigma)B_{norm}(\sigma') H_{Id_U}(\sigma, \sigma')$. 274
Lemma 7.3.12. Suppose $0 < A < \frac{1}{4}$ is a constant such that $\frac{\sqrt{A}}{\sqrt{d}} \leq d^{-2A}$ and $\frac{1}{\sqrt{d}} \leq d^{-2A}$. Suppose $m$ is such that $m \leq \frac{d^{1-\varepsilon}}{\lambda^2}$, $m \leq \frac{k^{2-\varepsilon}}{\lambda^2}$. For all $U \in \mathcal{I}_{mid}$ and $\sigma, \sigma' \in \mathcal{L}_U$,

$$B_{\text{norm}}(\sigma)B_{\text{norm}}(\sigma')H_{I_{d,U}}(\sigma, \sigma') \leq \frac{1}{d^{0.5A\varepsilon(|V(\sigma \circ \sigma')|)+\sum_{e \in E(\alpha)} \sqrt{d} |U_\sigma|_1+|U_{\sigma'}|_1}} \cdot \frac{1}{d^{|U_{\sigma'}|_2+|U_{\sigma'}|_2}}$$

**Proof.** Suppose there is a vertex $i \in V(\sigma) \setminus V_\sigma$ such that $\text{deg}^\sigma(i) + \text{deg}^{U\sigma}(i)$ is odd, then $H_{I_{d,U}}(\sigma, \sigma') = 0$ and the inequality is true. So, assume that $\text{deg}^\sigma(i) + \text{deg}^{U\sigma}(i)$ is even for all $i \in V(\sigma) \setminus V_\sigma$. Similarly, assume that $\text{deg}^{\sigma'}(i) + \text{deg}^{U\sigma'}(i)$ is even for all $i \in V(\sigma') \setminus V_{\sigma'}$. Also, if $\rho_\sigma \neq \rho_{\sigma'}$, we will have $H_{I_{d,U}}(\sigma, \sigma') = 0$ and we would be done. So, assume $\rho_\sigma = \rho_{\sigma'}$.

Let there be $e$ (resp. $f$) vertices of type 1 (resp. type 2) in $V(\sigma) \setminus U_\sigma \setminus V_\sigma$. Then, $\frac{n^{w(\alpha(\sigma)-w(U))}}{2} = \sqrt{d} |V(\sigma)|_1-|U_\sigma|_1 \sqrt{m} |V(\sigma)|_2-|U_{\sigma'}|_2 = \sqrt{d} |U_\sigma|_1 \sqrt{m} |U_{\sigma'}|_2 \sqrt{d} \sqrt{m^{f}}$. Let there be $g$ (resp. $h$) vertices of type 1 (resp. type 2) in $V(\sigma') \setminus U_{\sigma'} \setminus V_{\sigma'}$. Then, similarly, $\frac{n^{w(V(\sigma'))-w(U)}}{2} \leq \sqrt{d} |U_{\sigma'}|_1 \sqrt{m} |U_{\sigma'}|_2 \sqrt{d} \sqrt{m^{g}}$.

Let $\lambda = \sigma \circ \sigma'$. Since all vertices in $V(\alpha) \setminus U_\alpha \setminus V_\alpha$ have degree at least 2, we have $\sum_{e \in E(\alpha)} l_e \geq \sum_{i \in V_1(\alpha) \setminus U_\alpha \setminus V_\alpha} \text{deg}^{\alpha}(i) \geq 2(e + g) + |U_\sigma|_1 + |U_{\sigma'}|_2$. Similarly, $\sum_{e \in E(\alpha)} l_e \geq 2(f + h) + |U_{\sigma'}|_1 + |U_{\sigma'}|_2$. Therefore, by setting $r_1 = e + g, r_2 = f + h$ in Claim 7.3.5, we have

$$\sqrt{d}^{e+g} \sqrt{m}^{f+h} \left(\frac{k}{d}\right)^{e+g} \prod_{e \in E(\alpha)} \frac{\sqrt{d}^{l_e}}{\sqrt{k}^{l_e}} \leq \frac{1}{d^{A\varepsilon} \sum_{e \in E(\alpha)} l_e}$$

Also,

$$\left(\frac{k}{d}\right)^{|\alpha|_1} \leq \left(\frac{k}{d}\right)^{e+g+|U_\sigma|_1+|U_{\sigma'}|_1}$$

and

$$\prod_{j \in V_2(\alpha)} (\text{deg}^{\alpha}(j) - 1)!! \leq d^{2C_\lambda V} \sum_{e \in E(\alpha)} l_e$$
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Therefore,

\[ \frac{w(V(\sigma) - w(U)}{n} \frac{w(V'(\sigma') - w(U)}{n} H_{Id_U}(\sigma, \sigma') \]

\[ \leq d^{O(1)} D_{sos} \sqrt{d} \sqrt{m^f} d^{O(1)} D_{sos} \sqrt{d} \sqrt{m^h} \]

\[ \cdot \frac{1}{|Aut(U)|} \left( \frac{1}{\sqrt{k}} \right)^{deg(\alpha)} \left( \frac{k}{d} \right)^{|\alpha|_1} \Delta^{|\alpha|_2} \prod_{j \in V_2(\alpha)} (deg^\alpha(j) - 1) \prod_{e \in E(\alpha)} \sqrt{\frac{\lambda}{k^e}} \]

\[ \leq d^{O(1)} D_{sos} d^{\varepsilon C_V} \sum_{e \in E(\alpha)} \lambda_e \sqrt{d} \sqrt{m^f + h} \left( \frac{k}{d} \right)^{c+g} \prod_{e \in E(\alpha)} \sqrt{\frac{\lambda}{k^e}} \cdot \frac{1}{d|U_\sigma|_1 + |U'_\sigma|_1 + |U'_\sigma|_2 + |U''_\sigma|_2} \]

\[ \leq d^{\varepsilon C_V} \sum_{e \in E(\alpha)} \lambda_e \cdot \frac{1}{d|U_\sigma|_1 + |U'_\sigma|_1 + |U'_\sigma|_2 + |U''_\sigma|_2} \]

By setting \( C_V, C_E \) sufficiently small and plugging in the expressions for \( B_{\text{norm}}(\sigma), B_{\text{norm}}(\sigma') \), we obtain the result.

We can apply the strategy now.

**Lemma 7.3.13.** Whenever \( \| M_\alpha \| \leq B_{\text{norm}}(\alpha) \) for all \( \alpha \in M' \),

\[ \sum_{U \in I_{\text{mid}}} M_{Id_U}^{fact}(H_{Id_U}) \geq \frac{1}{d K_{D_{sos}}^2} \text{Id}_{sym} \]

for a constant \( K_1 > 0 \) that can depend on \( C_\Delta \).

**Proof.** For \( V \in I_{\text{mid}}, \lambda_V = \frac{\Delta_{|V|_2}}{d^{V_1} k_2^{V_2}} \). Let the minimum value of this quantity over all \( V \) be \( N \). We then choose \( w_V = N/\lambda_V \) so that for all left shapes \( \sigma \in L_V \), Lemma 7.3.12 implies \( w_V \leq \frac{w_{U_\sigma} \lambda_{U_\sigma}}{|I_{\text{mid}}| B_{\text{norm}}(\sigma)^2 c(\sigma)^2 H_{Id_V}(\sigma, \sigma)} \), completing the proof.

**Lemma 7.3.14.**

\[ \sum_{U \in I_{\text{mid}}} \sum_{\gamma \in \Gamma_U} \frac{d_{Id_U}(H_{Id_U}, H'_\gamma)}{|Aut(U)| c(\gamma)} \leq \frac{d K_2 D_{sos}}{2 D_V} \]

for a constant \( K_2 > 0 \) that can depend on \( C_\Delta \).
Proof. We do the same calculations as in the proof of Lemma 7.1.8, until

$$
\sum_{U \in \mathcal{I}_m} \sum_{\gamma \in \Gamma_U^*} \frac{d_{Id_U}(H_{Id_U}, H'_{\gamma})}{|Aut(U)|c(\gamma)} \\
\leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} B_{\text{norm}}(\sigma) B_{\text{norm}}(\sigma') H_{Id_U}(\sigma, \sigma') \frac{1}{2^{\min(m_{\sigma}, m_{\sigma'})-1}} \\
\leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} d^{O(1)} D_{\text{sos}} \frac{d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 |V(\sigma \circ \sigma')|_{2D_V}}{d^{1}(\sigma \circ \sigma')_2 D_V} \\
\leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{d^{O(1)} D_{\text{sos}}}{D_{\text{sos}}^{\sigma} d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 D_V}
$$

where we used Lemma 7.3.12. Using $d^{0.5}\varepsilon |V(\sigma \circ \sigma')|_2 |V(\sigma \circ \sigma')|_{2D_V}$,

$$
\sum_{U \in \mathcal{I}_m} \sum_{\gamma \in \Gamma_U^*} d_{Id_U}(H_{Id_U}, H'_{\gamma}) \leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} d^{O(1)} D_{\text{sos}} \frac{d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 |V(\sigma \circ \sigma')|_{2D_V}}{d^{1}(\sigma \circ \sigma')_2 D_V} \\
\leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{d^{O(1)} D_{\text{sos}}}{D_{\text{sos}}^{\sigma} d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 D_V} \\
\leq \sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{d^{O(1)} D_{\text{sos}}}{D_{\text{sos}}^{\sigma} d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 D_V}
$$

The final step will be to argue that $\sum_{U \in \mathcal{I}_m} \sum_{\sigma, \sigma' \in \mathcal{L}_U'} \frac{1}{D_{\text{sos}}^{\sigma} d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 D_V} \leq 1$ which will complete the proof. But this will follow if we set $C_V, C_E$ small enough.

We can finally show that truncation errors can be handled.

**Lemma 7.3.15.** Whenever $\|M_\alpha\| \leq B_{\text{norm}}(\alpha)$ for all $\alpha \in \mathcal{M}'$,

$$
\sum_{U \in \mathcal{I}_m} M_{Id_U} \geq 6 \left( \sum_{U \in \mathcal{I}_m} \sum_{\gamma \in \Gamma_U^*} \frac{d_{Id_U}(H'_{\gamma}, H_{Id_U})}{|Aut(U)|c(\gamma)} \right) Id_{\text{sym}}
$$

*Proof.* Choose $C_{\text{sos}}$ sufficiently small so that $\frac{1}{d^{K_1} D_{\text{sos}}} \geq 6 d^{K_2} D_{\text{sos}}^{\sigma} d^{0.1}\varepsilon |V(\sigma \circ \sigma')|_2 D_V$ which can be satisfied by setting $C_{\text{sos}} < K_3 C_V$ for a sufficiently small constant $K_3 > 0$. Then, since $Id_{\text{sym}} \geq 0$, using
Lemma 7.3.13 and Lemma 7.3.14,

\[
\sum_{U \in \mathcal{I}_{mid}} M_{IdU}^{fact} (H_{IdU}) \geq \frac{1}{dK_1D_{sos}^2} Id_{sym} \\
\geq dK_2 D_{sos} \frac{D_v}{2D_v} Id_{sym} \\
\geq 6 \left( \sum_{U \in \mathcal{I}_{mid}} \sum_{\gamma \in \Gamma_{U,*}} \frac{d_{IdU}(H'_{\gamma}, H_{IdU})}{|Aut(U)|c(\gamma)} \right) Id_{sym}
\]
CHAPTER 8
FOLLOWUP AND FUTURE WORK

In this chapter, we go over some follow-up works that are not covered in this dissertation and also suggest directions for future work. We then conclude this dissertation with a note on the broader implications of our work for computer science.

8.1 Nonlinear concentration for non-product distributions

Our techniques in Chapter 2 apply to a collection of random variables that are sampled independently of each other. A natural question is to ask if we can generalize to the case when they are not independent. For example, this is useful when instead of analyzing Erdős-Rényi random graphs, we wish to analyze uniform \(d\)-regular graphs. Such a generalization seems extremely likely because our proof techniques essentially requires a Markov Chain that mixes rapidly to the given distribution, and then we can recursively apply the Poincaré inequality. We leave this for future work.

8.2 Sum of Squares lower bounds

In this dissertation, we saw several SoS lower bounds and while they build on fundamental conceptual building blocks such as the nonlinear concentration results we show and simple heuristics like pseudocalibration, an important technical barrier in the current proofs is that the proofs are highly technical and have many moving parts. It’s an important research question to understand if the proofs can be simplified. Apart from enabling a better understanding of the SoS hierarchy, this will also help us understand the computational barriers of several fundamental problems in computer science. Examples of such problems follow.
8.2.1 Sparse Independent Set

In a follow-up work [110], we prove SoS lower bounds for the important problem of maximum independent set on sparse Erdős-Rényi random graphs.

In this dissertation, the SoS lower bounds studied were in the setting when the input was sampled from product distributions where each distribution was either Rademacher or Gaussian. This is also the case in many prior works on SoS lower bounds. Recall that this was termed the dense setting in Chapter 2. It’s equally important to study problems in the fascinating average-case sparse setting where the input distribution could have high Orlicz norm, for example when the input is an Erdős-Rényi random graph sampled from $G_{n,p}$ instead of $G_{n,\frac{1}{2}}$ for some $p = o(1)$. The techniques developed in this work and prior works for high degree SoS lower bounds do not easily generalize to this setting. The work [110] initiates this research direction for the fundamental problem of maximum independent set on random sparse graphs.

Consider the independent set problem on a graph $G \sim G_{n,d/n}$ where $d$ is the average degree. If $d = \frac{n}{2}$, then this is the same as the maximum clique problem and SoS lower bounds were obtained in [16]. We now focus on the setting $d \ll n$. We first state the size of the true optimum.

**Fact 8.2.1** ([48, 50, 58]). W.h.p. the max independent set in $G$ has size $(1+o_d(1)) \cdot \frac{2\ln d}{d} \cdot n$.

The famous Lovász $\vartheta$ function efficiently computes an upper bound on this value and its value is well-known on such random graphs.

**Fact 8.2.2** ([47]). W.h.p. $\vartheta(G) = \Theta(\frac{n}{\sqrt{d}})$.

The value of the $\vartheta$ function is also the output of the degree 2 SoS relaxation for this problem. So, there is an integrality gap of approximately $\sqrt{d}$. We therefore naturally ask whether higher degree SoS can perform better or this gap persists. In our work, we show that this $\sqrt{d}$ integrality gap persists for higher degrees of SoS as well
We prove two main results, one in the setting \((\log n)^2 \leq d \leq \sqrt{n}\) and the other in the setting \(n^{\Omega(1)} \leq d \leq \frac{n}{2}\). Note that we have not covered the case when the average degree \(d\) is constant. This is an interesting direction for future work.

In the first setting \((\log n)^2 \leq d \leq \sqrt{n}\), we show a tradeoff between the degree \(D_{\text{SOS}}\) of the SoS relaxation and the integrality gap.

**Theorem 8.2.3.** There is an absolute constant \(c_0 \in \mathbb{N}\) such that for sufficiently large \(n \in \mathbb{N}\) and \(d \in [(\log n)^2, n^{0.5}]\), and parameters \(k, D_{\text{SOS}}\) satisfying \(k \leq \frac{n}{D_{\text{SOS}} \log n \cdot d^{1/2}}\), w.h.p. over \(G \sim G_{n, d/n}\), there exists a degree-\(D_{\text{SOS}}\) pseudoexpectation for the maximum independent set problem with objective value \((1 - o(1))k\).

In particular, when \(d \in [n^{\Omega(1)}, \sqrt{n}]\), this exhibits an SoS lower bound against polynomial degree \(n^{\Omega(1)}\) SoS. In the second setting \(n^{\Omega(1)} \leq d \leq \frac{n}{2}\), we show an SoS lower bound for logarithmic degree SoS.

**Theorem 8.2.4.** For any \(\varepsilon_1, \varepsilon_2 > 0\) there is \(\delta > 0\), such that for \(d \in [n^{\varepsilon_1}, n/2]\) and \(k \leq \frac{n}{d^{1/2 + \varepsilon_2}}\), w.h.p. over \(G \sim G_{n, d/n}\), there exists a degree-(\(\delta \log d\)) pseudoexpectation with objective value \((1 - o(1))k\).

We remark that these theorems rule out polynomial-time certification (i.e. constant degree SoS) for any \(d \geq \text{polylog}(n)\).

Broadly speaking, we utilize similar techniques to show these results, namely pseudo-calibration, graph matrices and approximate PSD decomposition. However, the approach does not readily work and we overcome the difficulties with several new ideas and techniques. We summarize some of them below.

- The first conceptual difficulty we overcome is that we are unable to apply pseudo-calibration due to the lack of a good candidate planted distribution. For most natural choices of the planted distribution, simple statistics distinguish the random distribution from the planted distribution. While a suitable planted distribution that enables the
use of pseudo-calibration may very well exist, we are yet to find one. Instead, in this work, we simply use the naïve planted distribution but instead modify the heuristic of pseudo-calibration (that we term *pseudo-calibration with connected truncation*) to construct our candidate moment matrix.

- The second conceptual difficulty was the lack of good norm bounds for graph matrices built from sparse graphs. In that work, we utilized the trace method with a careful analysis to obtain better norm bounds. Moreover, as we saw in Chapter 2, we are able to obtain similar norm bounds without the trace method, using our general recursion theorem.

Apart from the above developments, we develop several technical tools such as conditioning, a generalization of the intersection tradeoff lemma, etc. For more details, see [110].

### 8.2.2 Planted Affine Planes and Maximum Cut

For the Planted Affine Planes problem from Chapter 5 where we sampled \( m \) vectors \( d_1, \ldots, d_m \) independently from \( \mathcal{N}(0, I_n) \), we showed an SoS lower bound for \( m \leq n^{3/2 - \varepsilon} \). However, from the analysis of \( \mathbb{E}[1] \) in Remark 5.4.9, we expect a lower bound to hold for \( m \ll n^{2-\varepsilon} \). This is because, as we saw in Chapter 3 and which we will revisit in the next section, analyzing \( \mathbb{E}[1] \) is an established way to hypothesize about the power of SoS. Therefore, we conjecture

**Conjecture 8.2.5.** Theorem 4.1.4 holds with the bound on the number of sampled vectors \( m \) loosened to \( m \leq n^{2-\varepsilon} \).

Dual to this (in fact, we exploit the duality in our proof in Chapter 5), we conjecture an SoS lower bound for the Planted Boolean Vector problem holds whenever \( p \geq n^{1/2+\varepsilon} \).

**Conjecture 8.2.6.** Theorem 4.1.5 holds with the bound on the dimension \( p \) of a random subspace loosened to \( p \geq n^{1/2+\varepsilon} \).
We remark that recent work [214] has exhibited a polynomial time for the search variant of Planted Affine Planes for \( m \geq n + 1 \), as opposed to prior known algorithms that required \( m \gg n^2 \) [147]. The algorithm in [147] is spectral and robust to noise, moreover it is likely captured by SoS. On the other hand, the algorithm in [214] is lattice-based and is not robust to noise, (i.e. it assumes that all vectors must exactly lie in the two planes), and is not captured by SoS.

In our SoS lower bounds for the Planted Boolean Vector problem and the Planted Affine Planes problem, we assumed that the input entries were chosen i.i.d Gaussian or Boolean. In fact, it’s plausible that our proof techniques go through when the distribution is “random enough”, such as the uniform distribution from the sphere. One potential extension of this intuition is as follows: In the Planted Boolean Vector problem, if the subspace is the eigenspace of the bottom eigenvectors of a random adjacency matrix, the instance should still be difficult. This last setting arises in Maximum Cut, for which we conjecture the following.

**Conjecture 8.2.7.** Let \( d \geq 3 \), and let \( G \) be a random \( d \)-regular graph on \( n \) vertices. For some \( \delta > 0 \), w.h.p. there is a degree-\( n^\delta \) pseudoexpectation operator \( \mathbb{E} \) on boolean variables \( x_i \) with maximum cut value at least

\[
\frac{1}{2} + \frac{\sqrt{d-1}}{d}(1 - o_{d,n}(1))
\]

The above expression is w.h.p. the value of the spectral relaxation for Maximum Cut, therefore qualitatively this conjecture expresses that degree \( n^\delta \) SoS cannot significantly tighten the basic spectral relaxation.

We should remark that, with respect to the goal of showing SoS cannot significantly outperform the Goemans-Williamson relaxation, random instances are not integrality gap instances. The main difficulty in comparing (even degree 4) SoS to the Goemans-Williamson algorithm seems to be the lack of a candidate hard input distribution.

Evidence for this conjecture comes from the fact that the only property required of the
random inputs $d_1, \ldots, d_m$ was that norm bounds hold for the graph matrix with Hermite polynomial entries. When the variables $\{d_{u,i}\}$ are i.i.d from some other distribution, if we use graph matrices for the orthonormal polynomials under the distribution and assuming suitable bounds on the moments of the distribution, the same norm bounds hold [1]. When $d_u$ is sampled uniformly from the sphere or another distribution for which the coordinates are not i.i.d, it seems likely that similar norm bounds hold. Moreover, as explained in the previous section, the techniques from Chapter 2 will likely be useful to obtain such norm bounds.

**8.2.3 Unique Games**

The famous Unique Games conjecture (UGC) [116] postulates that a graph theory problem known as the Unique Games problem is NP-hard. This conjecture gained tremendous traction in the community because of its numerous consequences (e.g. [116, 118, 178]) and connections to various other fields such as metric geometry [120] and discrete Fourier analysis [119]. An exciting array of recent works [60, 19, 202] has shown that a problem closely related to unique games, known as 2-to-2 games, is NP-hard. This is an important step towards proving the UGC and offers evidence that the UGC is true.

On the algorithmic side, there have been various attempts (see for e.g. [205, 38, 8]) to disprove the UGC. In particular, Barak et al. [17] showed that degree 8 SoS can efficiently solve integrality gap instances of the Unique Games problem that were proposed for linear programs and SDPs considered earlier. This work caused significant interest in the community, since it suggests that SoS might be a way to refute the UGC.

Therefore, it’s tremendously important to understand the performance of SoS on the unique games problem. A good first step would be to understand the performance of SoS for the problem of maximum cut, which is a special case of the Unique Games problem. In fact, we can be even more concrete and ask for the performance of SoS for the problem of
maximum cut on random graphs, more precisely Conjecture 8.2.7. Lower bounds were shown for degree 2 and degree 4 in [156, 151] and generalizing their analyses for higher degree SoS is a nontrivial but important open problem.

8.3 Low degree likelihood ratio hypothesis

As explained in Chapter 3, the low-degree likelihood ratio hypothesis analytically predicts the computational barriers for hypothesis testing in bounded time, for sufficiently nice distributions. See [102, 135, 90] and references therein for more details. A full proof of this hypothesis is beyond current techniques, since it’s likely harder than proving say $P \neq NP$. Despite this, confirming the hypothesis in restricted proof systems is a fascinating and important field for future research. In particular, building on the notation from Chapter 3, we would like to prove that for sufficiently nice distributions $\nu, \mu$, after pseudo-calibrating, if $\tilde{E}[1] = 1 + o(1)$, then there exists an SoS lower bound. Indeed, in this work, we confirm this for several fundamental problems. Proving this in general will go a long way towards understanding the power of bounded-time algorithms.

8.4 Technical improvements

Having covered some general directions for future research, we now specify a few directions for improving some technical aspects of our results.

Improving parameter dependences

In many of our lower bounds, we require polynomial decay in the Fourier coefficients. For example, we require a decay of $n^\epsilon$ for each new Fourier character, where $n$ is the input size. This is done to handle various other factors that appear in norm bounds when doing the charging arguments. In the proofs, we term these as vertex or edge decay, corresponding
to how they are encoded in the graph matrix arguments we use. By doing this, we obtain a slightly weaker lower bound. For example, instead of getting a $n^{1/4}$ lower bound (up to polylogarithmic factors) for Tensor PCA, we obtain a $n^{1/4-\varepsilon}$ lower bound for any $\varepsilon > 0$. In general, while they facilitate the proof, it’s not clear that this sort of decay is necessary and it’s open to find a tighter analysis so as to close the gap from known upper bounds up to a polylogarithmic factor.

Related to the above discussion, another open problem is to push the degree of SoS higher in our lower bounds. For example, in the Sherrington-Kirkpatrick lower bound, it’s open to push the SoS degree from $n^{\varepsilon}$ to $\tilde{\Omega}(n)$. Our current techniques do not handle this but we expect the lower bound to nevertheless hold.

Satisfying constraints exactly

In some of our lower bounds, our planted distributions only approximately satisfy constraints such as having a subgraph of size $k$, having a unit vector $u$, and having $u$ be $k$-sparse. While we would like to use planted distributions which satisfy such constraints exactly, the moment matrix becomes much harder to analyze.

We do resolve it for the Sherrington-Kirkpatrick lower bound by using a rounding technique [80]. This same issue also appeared in the SoS lower bounds for planted clique [16], which was fixed in a recent paper by Pang [164]. We leave it to future work to resolve this in general.

8.5 Implications for Computer Science

As we saw in the introduction, the current state of affairs in Theoretical Computer Science research seems to be to understand the limits of computation for various problems. Even though there maybe potential ultimate goals such as settling the P vs NP problem or even relatively modest goals such as setting the Unique Games Conjecture, there’s much to be
learnt and uncovered from this process. For example, for various problems, there seems to be a discernible gap between what’s information theoretically possible and what’s computationally feasible. Our work adds insight into this intriguing phenomenon, known as the information-computation tradeoff. However, there are also other questions that need answering. For example, what makes certification seemingly harder than estimation or recovery? Can we characterize the precise property of problems that potentially make them hard or easy for various classes of algorithms such as Sum of Squares? While much rich structure is slowly being uncovered in this general pursuit, a proper understanding still eludes us. However, applications of what we’ve discovered so far, both technically and philosophically, are already numerous in various branches of mathematics and science, therefore research in this field is more than for the sake of mere curiosity. We hope our work serves as a meaningful progress towards this grand goal.
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