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Abstract
A recent paper lists deploying AI in dynamic environments with unpredictable changes as a major research opportunity. To address this challenge we advocate the integration of AI and control systems. AI and machine learning are well-suited to deal with complexity, while control theory is specifically designed to manage dynamics. The integration of these approaches has several benefits: 1) fast reaction to dynamic changes, 2) error tolerance based on runtime feedback, and 3) robust design that guarantees that operating requirements will be respected when possible or the ability to report when those requirements cannot be met.1

1 The Challenge of System Dynamics
The last several years have seen a massive transition of Artificial Intelligence and Machine Learning technologies from academia and research labs into commodity products. AI systems are being deployed in all types of computing systems from image analysis in embedded systems to selecting and serving digital advertisements in the cloud. While this transition has been wildly successful, a recent survey notes several open research challenges in AI deployment, including operating "in dynamic environments, i.e., environments that may change, often rapidly and unexpectedly, and often in non-reproducible ways [26]."

Fortunately, control theory is an engineering discipline devoted to operating in dynamic environments. Furthermore, there is a rich history of deploying control theoretic solutions to computer management problems; e.g., meeting quality-of-service requirements in web servers [8, 9, 23]. Control theory’s appeal is that it provides a rigorous framework for designing systems that provably meet requirements despite unpredictable system dynamics. The drawback is that control deployment requires experts who can formulate difference models of the computer system, a discipline in which most programmers are not trained [8].

While it seems natural to combine AI engines with control systems to build AI that is robust in dynamic environments, this combination requires developers who are experts in AI, control systems, and the actual application area in which the system is to be deployed. This combination of expertise is an unrealistic burden to place on a developer, as even AI experts are in short supply at the moment. We therefore advocate a general framework for composing AI engines with control that provides many of control’s guarantees without requiring control expertise from the user. The proposed combination of AI and control has three benefits:

- Formally analyzable dynamic response.
- Fast adaptation to unpredictable dynamic events.
- Increased robustness to errors in the learned model.

2 Allocating Heterogeneous Resource
As a motivational problem we consider allocating resources in a heterogeneous multicore processor, specifically Samsung’s Exynos Octa processor used in mobile devices and some internet-of-things devices [exynos]. The processor is based on an ARM big.LITTLE architecture with four big, high-performance cores and four LITTLE, energy efficient cores. The big cores support 19 clock speeds and the LITTLE cores support 14.

The mobile and embedded systems running on these heterogeneous processors typically have latency requirements; i.e., they must deliver reliable performance to effectively process (e.g., video analysis) or produce (e.g., gaming) a data stream. Additionally, any latency requirement should be met while minimizing energy to prolong battery life or reduce costs.

Finding the right combination of resources to meet a particular application’s latency requirement while minimizing energy is a complex optimization process, and a number of AI and ML approaches have been proposed for this problem [1, 4–7, 13, 17, 19, 20, 24, 30, 32]. All these approaches estimate the performance and energy of some resource configuration, but they have limited ability to deal with dynamic changes. In contrast, control theoretic approaches dynamically adjust resource usage based on the difference between measured and expected behavior [2, 9, 11, 12, 14, 22, 25, 28, 29, 31]. Control formalisms, however, rely on "ground truth" models of application response to resource usage.

Intuitively, combining learned models of complex hardware resources with control-theoretic resource management should produce predictable latency and two recent research projects explore such a combination. Recht et al have proposed several approaches for combining statistical learning models with optimal control theory [3, 27]. Simultaneously, Hoffmann et al have developed OS-approaches dynamically adjust resource usage based on the difference between measured and expected behavior [2, 9, 11, 12, 14, 22, 25, 28, 29, 31]. Control formalisms, however, rely on "ground truth" models of application response to resource usage.

2.1 THE CHALLENGE OF SYSTEM DYNAMICS

This prior work, however, still requires expertise in both learning and control methods to effectively deploy the proposed solution. Recent work, however, defines abstractions that allow a number of AI and learning techniques to be combined with an adaptive controller, maintaining control-theoretic formal guarantees [18]. This paper reviews those abstractions and demonstrates their benefits.

3 Combining AI Engines and Control Systems
Figure 1 shows the proposed approach of splitting resource management into learning and control sub-tasks and then composing their solutions. When a new application enters the system, an adaptive controller allocates resources using a generic model and records latency and power. The recorded values are sent to a learner, which estimates the application’s latency and power in all other resource configurations. The learner extracts those that are predicted to be Pareto-optimal and packages them in a data structure called the performance hash table (PHT). The PHT and the learner’s estimated error are sent to the controller, which tunes its internal parameters.
to tolerate that error and then selects an energy minimal resource configuration. The only external, user-specified parameter in this approach is the latency requirement, meaning users can deploy this framework with no control knowledge at all, but just knowledge of an application’s performance requirements.

While the mathematical details are beyond the scope of this document, the key to the proposed approach is that the control system is abstract. While traditional controllers for computing manage physical quantities—e.g., cores and clockspeed [22]—the proposed control system manages speedup. This abstraction creates a layer of indirection between the behavior the controller is enforcing and the specific physical mechanism that achieves it. The mapping of the desired behavior (speedup in this example) to specific resources is done using learned models of the system’s performance and power as a function of resource usage. This abstract control system is thus quite general, allowing different AI/ML engines to be paired with the controller and allowing the combination to be easily ported to many different computing systems; e.g., ARM embedded and Intel server systems [16].

Additionally, while the proposed controller works at a higher level of abstraction than typical controllers, it still provides formal guarantees that it will converge to the desired behavior. In this case, the guarantees are probabilistic and based on the error estimates (or confidence intervals) provided by the learners. Thus, while any AI/ML approach could be paired with the controller, the best results will come from those which provide accurate confidence intervals.

4 Reacting to Dynamic Events

To demonstrate the benefits of combining AI/ML and control, we allocate cores and clockspeed in a dynamic environment. Specifically we choose 12 applications from embedded and mobile processing. Each processes a stream of inputs, and we set a per input latency goal based on the worst case input. We measure the number of missed deadlines and the energy consumption over optimal for each application. Many applications have inherent dynamics due to input dependent processing. To create an additional dynamic burden, one fifth of the way through each application’s execution we launch a second application on a single big core. This new application disrupts the system and any resource allocator must adjust to ensure the original application’s latency.

We compare the proposed combination of learning and control to several published approaches. We compare to ML-based resource allocators including: an offline approach that averages across all prior behaviors [24], online multivariate regression [15, 17, 20], the Netflix algorithm modified for resource management [4, 5], and a hierarchical Bayesian model (HBM) [17]. We compare to two control approaches including: a proportional-integrative-derivative (PID) controller tuned for best average case behavior [9] and a self-tuning controller for embedded systems [12]. We compare to the heuristic of racing-to-idle, where all resources are allocated and the system transitions to a low-power idle state if an input is not worst case. Additionally, we compute an optimal resource schedule through brute force search.

Figure 2 shows the average (over all applications) deadline misses and energy over optimal. A deadline is missed if an input takes longer than the latency target. The error bars show the worst and best case deadline misses of any application. Some latencies are unachievable for some applications; thus, even the optimal allocator has some deadline misses. Race-to-idle misses more deadlines than optimal because it cannot use LITTLE cores to do some work, it simply continues using all big cores despite the degraded performance. Most approaches do badly in this dynamic scenario—even adaptive control has 40% deadline misses. All combinations of learning and control, however, produce better outcomes than the learners alone because these learning approaches do not adapt to the interfering application (or they do so too slowly to make a difference). The combination of HBM and control produces the fewest deadline misses with an average of 20%, which is only 2 points more than optimal and almost half of the best prior approaches. This combination also produces the lowest energy, just 6% more than optimal. Detailed, per-application results are available in the full paper [18].

5 Conclusion & Future Work

These results demonstrate the two claims from the introduction. First, the combination of learning and control allows quickly adapts to the dynamics of the new application launch. Second, the combination is always better then the learning approach alone because it corrects for errors in the learned model. This result is even more apparent when looking at the behavior of applications without interference, where learning plus control still outperforms learning by itself (for details see the full paper).

We believe the proposed framework is quite general, and we plan to test it on additional systems with different goals. For example, to meet a target power requirement on a server while maximizing performance. We believe this framework is applicable for tasks other than managing computing resources and we hope to deploy it with other AI systems that must solve constrained optimizations in dynamic environments, such as logistics systems, and autonomous vehicles.