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Content

Literature review:

A Simple Framework for Contrastive Learning of Visual
Representations (ICML 2020),
https://arxiv.org/abs/2002.05709

(2D image)
MolCLR: Molecular Contrastive Learning of Representations via
Graph Neural Networks, https://arxiv.org/abs/2102.10056
(molecular graphs)
Graph Contrastive Learning with Augmentations (NeurIPS 2020),
https://arxiv.org/pdf/2010.13902.pdf

(molecular graphs)
PointContrast: Unsupervised Pre-training for 3D Point Cloud
Understanding, https://arxiv.org/pdf/2007.10985.pdf
(3D point cloud)
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Paper 1

A Simple Framework for Contrastive Learning of Visual
Representations (ICML 2020)

Ting Chen, Simon Kornblith, Mohammad Norouzi, Geoffrey Hinton
https://arxiv.org/abs/2002.05709

Son (UChicago) Group Meeting February 26, 2021 3 / 22

https://arxiv.org/abs/2002.05709


Overview
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Augmentation
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Algorithm
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Loss candidates
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Experiments
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Paper 2 & 3

MolCLR: Molecular Contrastive Learning of Representations via
Graph Neural Networks

Yuyang Wang, Jianren Wang, Zhonglin Cao, Amir Barati Farimani
https://arxiv.org/abs/2102.10056

Graph Contrastive Learning with Augmentations (NeurIPS 2020)
Yuning You, Tianlong Chen, Yongduo Sui, Ting Chen, Zhangyang Wang,

Yang Shen
https://arxiv.org/pdf/2010.13902.pdf
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Proposal

Proposal

1 A self-supervised learning framework for molecular representation
learning.

2 Three molecular graph augmentation strategies to generate contrastive
pairs:

Atom masking.
Bond deletion.
Subgraph removal.

3 Able to achive SOTA on several downstream molecular classification
tasks.

Son (UChicago) Group Meeting February 26, 2021 10 / 22



Overview (1)
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Overview (2)
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Contrastive learning

Contrastive learning aims at learning represetation through contrastive
positive data pairs against negative ones.

SimCLR demonstrates contrastive learning can greatly benefits from
the composition of data augmentations and large batch sizes.

Based on InfoNCE, SimCLR proposes the normalized temperature-
scaled cross entropy (NT-Xent) loss:

Li ,j = log
exp(sim(zi , zj)/τ)∑2N

k=1 1{k 6= i} exp(sim(zi , zk)/τ)

where zi and zj are latent vectors extracted from a positive data pair, N
is the batch size, τ is the temperature parameter, and sim(.) measures
the similarity between the two vectors (e.g. cosine):

sim(zi , zj) =
zT
i zj

||zi ||2||zj ||2
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MolCLR Framework (1)

Molecular graph data augmentation strategies:

1 Atom Masking: Atoms in the graph are randomly masked with a given
ratio (e.g. atom features xv is replaced by a mask token m).

2 Bond Deletion: Randomly removes edges completely out of the graph.

3 Subgraph Removal: Subgraph removal starts from a randomly picked
origin atom. The removal process is implemented in DFS manner.

Algorithm:

Given a mini-batch of size N, a molecular graph Gn is transformed
into two different but correlated molecular graphs G̃i and G̃j where
i = 2n − 1 and j = 2n.

Molecular graphs augmented from the same molecule are denoted as
positive pairs. From different molecules, negative pairs.
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MolCLR Framework (2)
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Experiments (1)
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Experiments (2)
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Experiments (3)
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Experiments (4)
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Paper 4

PointContrast: Unsupervised Pre-training for 3D Point Cloud
Understanding

Saining Xie, Jiatao Gu, Demi Guo, Charles R. Qi, Leonidas J. Guibas, Or
Litany

https://arxiv.org/abs/2007.10985

https://github.com/facebookresearch/PointContrast
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Overview
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PointInfoNCE Loss

Lc = −
∑

(i ,j)∈P

log
exp(f · fj/τ)∑

(·,k)∈P exp(fi · fk/τ)

where P is the set of all the positive matches from two views:

For a matched pair (i , j) ∈ P, point feature f 1
i will serve as the query,

and f 2
j will serve as the positive key.

Point feature f 2
k where ∃(·, k) ∈ P and k 6= j as the set of negative

keys.

The number of points is 100K, so sample 4,096 pairs of matching only.

Son (UChicago) Group Meeting February 26, 2021 22 / 22


