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Papers

1 Graph Normalizing Flows (NeurIPS 2019),
https://arxiv.org/abs/1905.13177

2 Variational Inference with Normalizing Flows (ICML 2015),
https://arxiv.org/abs/1505.05770

3 MolGAN: An implicit generative model for small molecular
graphs, https://arxiv.org/abs/1805.11973

4 A Generative Model for Molecular Distance Geometry (ICML
2020), https://arxiv.org/abs/1909.11459

5 Constrained Graph Variational Autoencoders for Molecule
Design (NeurIPS 2018),
https://proceedings.neurips.cc/paper/2018/hash/

b8a03c5c15fcfa8dae0b03351eb1742f-Abstract.html

6 Deep imitation learning for molecular inverse problems (NeurIPS
2019), https://papers.nips.cc/paper/2019/hash/
b0bef4c9a6e50d43880191492d4fc827-Abstract.html
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Paper 1

Graph Normalizing Flows (NeurIPS 2019)
Jenny Liu, Aviral Kumar, Jimmy Ba, Jamie Kiros, Kevin Swersky

https://arxiv.org/abs/1905.13177
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Normalizing Flows (1)

Normalizing flows (NFs) are a class of generative models that uses invertible
mappings to transform an observed vector x ∈ Rd to a latent vector z ∈ Rd

using a mapping function:

z = f (x), x = f −1(f (x))

The change of variables:

P(z) = P(x)

∣∣∣∣∂f (x)

∂x

∣∣∣∣−1

For example, if we strech-out x 2 times: z = f (x) = 2x . Then: ∂f (x)/∂x =
2, so the density is 2 times less dense: P(z) = P(x)/2.
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Normalizing Flows (2)

With sufficiently expressive mapping, NFs can learn to map a
complicated distribution into one that is well modeled as a Gaussian.

The key is to find a mapping that is expressive, but with an efficiently
computable determinant.
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Normalizing Flows (3)

RealNVP partitions the dimensions of x into two sets of variables, x (0)

and x (1), and maps them into variables z (0) and z (1):

z (0) = x (0)

z (1) = x (1) � exp(s(x (0))) + t(x (0))

where � is the element-wise (Hadamard) product, s and t are any
nonlinear functions.
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Overview

Note:

When we partition each vertex features into half, we basically operate on 2
isomorphic graphs with different vertex features.

F and G are any graph nets (that was mentioned in the talk and different
from the paper).
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Reversible Graph Neural Networks (GRevNets)

Forward:

Inverse:

Note: I think the reason they have the middle step t + 1/2 is just to
ensure all features are used. In the NFs, half the features are left
unchanged.
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GNFs for Structured Density Estimation

From the change of variables:

P(Ht−1) = P(Ht)

∣∣∣∣∂Ht−1

∂Ht

∣∣∣∣
From the chain rule:

P(G) = P(HT )
T∏
t=1

∣∣∣∣ ∂Ht

∂Ht−1

∣∣∣∣
The Jacobians are given by lower triangular matrices → tractable. GNFs
can model expressive distributions in continuous spaces over sets of
vectors. We choose the prior:

P(HT ) =
N∏
i=1

N (hi |0, 1)
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Experiments
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Experiments
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Experiments
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Paper 2

MolGAN: An implicit generative model for small molecular graphs
Nicola De Cao, Thomas Kipf

https://arxiv.org/abs/1805.11973
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Overview (1)

Note:

Improved WGAN: Wesserstein-1 distance (Kantorovich-Rubinstein duality).

Gradient clipping.
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Overview (2)
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Discretization

This is the reason why I couldn’t make the vanilla GAN converge. As this
discretization process is non - differentiable, three options for gradient -
based training:

1 Continuous A and X .

2 Add Gumbel noise to them before passing to the Discriminator (still
continuous).

3 Use a straight through gradient based on categorical
re-parameterization with the Gumbel - Softmax.

Note: From the code https:

//github.com/nicola-decao/MolGAN/blob/master/models/gan.py,
I think they actually used option 2.
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Experiments (1)
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Experiments (2)

Note: I think this model suffers the mode collapse phenomenon of GAN,
high validity and high novel but actually few molecules are generated,
many are just redundant.
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Research update (1)

Move to autoregressive approach (not RL) – Constrained Graph
Variational Autoencoders for Molecule Design (NeurIPS 2018):

At first, we sample the each vertex latent z independently (so this is the
first order), then iteratively we add new edge to the existing graph (given
randomly selected node as the start). We apply second-order message
passing (with gated recurrent architecture) to produce the probability of
(u, v) where one vertex is in the existing graph and the another one is
outside; and also the probability of its label.
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Research update (2)

The difference between this architecture and RL approach is:

1 It uses VAE.

2 In the generation process, the RL selects a new atom type during the
construction but this one basically has the atom types fixed at the
beginning, we only select a new edge/bond.

3 RL is unstable and hard to train; only after we construct the whole
molecular graph, we might get some rewards. And in RL, atom labels
are not known, the model must decide to add an atom into the
canvas or terminate.

4 It is more like intimidation learning in Eric Jonas’s paper: actually
we break down the generation process into multiple classifications,
each classification is given an input as a partial graph and we have to
predict the next edge (only the next edge, because the vertex/atom
labels are known already).
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Research update (3)

I think it is easier for a graph nets in general to do the classification tasks
rather than all-at-once generation.

Examples generated with (global) Sn/Maron

Examples generated with (global) Sn/Maron + (local) CCN 1D
It seems to like Benzen rings (in almost every generated molecule)

I am going to wrap PCCN into TensorFlow for CCN 2D, and more.
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Research update (4) – Need for higher order

A Generative Model for Molecular Distance Geometry (ICML 2020):
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