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Paper 1

Energy-Based Processes for Exchangeable Data
Mengjiao Yang, Bo Dai, Hanjun Dai, Dale Schuurmans

https://arxiv.org/abs/2003.07521
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Introduction (1)

Two key considerations

Modeling a distribution over a space of instances, where each instance is an
unordered set of elements involves:

1 the elements within a single instance are exchangeable (i.e. the ele-
ments are order invariant).

2 the cardinalities of the instances (sets) vary (i.e. instances don’t need
to have the same cardinality).
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Introduction (2)

Autoregressive approach

Use RNNs to model distributions over instances x = {x1, .., xn} without
assuming fixed cardinality in an autoregressive manner:

p(x) =
n∏

i=1

p(xi |x1:i−1)

for a permutation of its elements.

Exchangeability

RNNs has been empirically successful, but does not respect exchangeabil-
ity.
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Introduction (3)

De Finetti’s theorem

To explicitly ensure exchangeability, we exploits the De Finetti’s theorem,
which assures us that for any distribution over exchangeable elements x =
{x1, .., xn} the instance probability can be decomposed as:

p(x) =

∫ n∏
i=1

p(xi |θ)p(θ)dθ

for some latent variable θ.

Proposal

Energy-Based Processes EBPs:

Combines energy-based models (EBMs) and stochastic processes.

Obtains exchangeability and varying-cardinality.

Neural Collapsed Inference (NCI) to train EBPs.
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Energy-based models

EBM

An EBM over Ω ⊂ Rd with fixed dimension d is defined as:

pf (x) = exp(f (x)− logZ (f )) =
1

Z (f )
exp(f (x))

for x ∈ Ω, where f (x) : Ω→ R is the energy function, and:

Z (f ) =

∫
Ω

exp(f (x))dx

is the partition function. Let: F = {f (·) : Z (f ) <∞}.

Adversarial dynamics embedding (ADE)

max
f

min
q(x ,v)∈P

Ê[f (x)]− H(q(x , v))− Eq(x ,v)

[
f (x)− λ

2
vT v

]
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Stochastic Processes (1)

Stochastic Processes

Consider a stochastic process given by a collection of random variables
{Xt ; t ∈ T } indexed by t, where the marginal distribution for any finite
set of indices {t1, .., tn} ∈ T (without order) is specified:

p(xt1:tn) = p(xt1 , .., xtn |{ti}ni=1)
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Stochastic Processes (2)

Kolmogorov extension theorem

Sufficient conditions for designing a valid stochastic processes:

Exchangeability: The marginal distribution for any finite set of ran-
dom variables is invariant to permutation order.

p(xt1 , .., xtn |{ti}ni=1) = p(π(xt1:tn)|π({ti}ni=1))

where p(π(xt1:tn)) = p(xπ(t1), .., xπ(tn)).

Consistency: The partial marginal distribution, obtained by marginal-
izing additional variables in the finite sequence, is the same as the one
obtained from the original infinite sequence. For n ≥ m ≥ 1:

p(xt1:tm |{ti}mi=1) =

∫
p(xt1:tn |{ti}ni=1)dxtm+1:tn
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Stochastic Processes (3)

Representation of Stochastic Processes

For any stochastic process (xt1 , xt2 , ..) ∼ SP that can be constructed via
Kolmogorov extension theorem, the process can be equivalently represented
by a latent variable model:

θ ∼ p(θ), xti ∼ p(x |θ, ti ),∀i ∈ {1, .., n}∀n

where θ can be finite or infinite dimensional.
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EBP Construction (1)

Let the energy function f parameterized by learnable w :

pw (x |θ, t) =
exp(fw (x , t; θ))

Z (fw , t; θ)

where Z (fw , t; θ) =
∫

exp(fw (x , t; θ))dx .

EBP on arbitrary finite marginals

pw (xt1:tn |{ti}ni=1) =

∫ exp

(∑n
i=1 fw (xti , ti ; θ)

)
Z (fw , t; θ)

p(θ)dθ
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EBP Construction (2)

Gaussian Processes

θ ∼ N (0, Id)

fw (x , t; θ) = − 1

2σ2
||x − θTφ(t)||2

where w = {σ, φ(·)}, with φ(·) denotes the feature mapping. Let
k(t, t ′) = φ(t)Tφ(t ′), the marginalized distribution:

p(xt1:tn |{ti}ni=1) = N (0,K (t1:n) + σ2In)

where K (t1:n) = [k(ti , tj)]ni ,j .

Xt ∼ GP(0,K (t1:n) + σ2In)
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EBP Construction (3)

Neural Processes

Neural processes (NPs) are explicitly defined by a latent variable model:

p(xt1:tn |{ti}ni=1) =

∫ n∏
i=1

N (x |hw (ti ; θ))p(θ)dθ

where hw (·; θ) is a neural network.
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Unconditional EBPs Extension (1)

When the indices {ti}ni=1 are not observed:

pw (x1:n) =

∫
pw (xt1:tn |{ti}ni=1)p({ti}ni=1)dt1:n

=

∫
pw (xt1:tn |{ti}ni=1, θ)p(θ)p({ti}ni=1)dθdt1:n

Theorem 2

If n ≥ m ≥ 1, and the prior is exchangeable and consistent, then the
marginal distribution p(x1:n) will be exchangeable and consistent.
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Unconditional EBPs Extension (2)
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Neural Collapsed Reparameterization (1)

Given samples D = {x i1:n}Ni=1:

max
w

ÊD[log pw (x1:n)]

Integrations that are not tractable:

1 The partition function

Z (fw , t, θ) =

∫
exp(fw (x , t; θ)dx

where fw (x , t; θ) is a parameterized neural net.

2 The integration over θ for:

pw (xt1:tn |{ti}ni=1) =

∫ exp

(∑n
i=1 fw (xti , ti ; θ)

)
Z (fw , t; θ)

p(θ)dθ

3 Integration over {ti}ni=1 for:

pw (x1:n) =

∫
pw (xt1:tn |{ti}ni=1)p({ti}ni=1)dt1:n
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Neural Collapsed Reparameterization (2)
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Experiments (1)
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Experiments (2)
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Experiments (3)
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Experiments (4)
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