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Content

Literature review:

ContraGAN: Contrastive Learning for Conditional Image
Generation (NeurIPS 2020), https://arxiv.org/abs/2006.12681
PointGMM: a Neural GMM Network for Point Clouds (CVPR
2020), https://arxiv.org/abs/2003.13326

Next time:

Energy-Based Processes for Exchangeable Data,
https://arxiv.org/abs/2003.07521
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Paper 1

ContraGAN: Contrastive Learning for Conditional Image Generation
(NeurIPS 2020)

Minguk Kang, Jaesik Park
https://arxiv.org/abs/2006.12681

https://github.com/POSTECH-CVLab/PyTorch-StudioGAN
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Background – (Conditional) GANs

GANs

The objective of the adversarial training between the discriminator (D) and
the generator (G) is as:

min
G

max
D

Ex∼preal(x)[log(D(x))] + Ez∼p(z)[log(1− D(G (z)))]

where preal(x) is the real data distribution, and p(z) is a predefined prior
distribution (e.g. multivariate Gaussian). Nash equilibrium is usually hard
to achieve, usually requires regularization and tricks.

Conditional GANs

Utilizing class label information to advance the performance: concatenate
the latent vector with the label to manipulate the semantic characteristics
of the generated image.
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Background – Contrastive learning

Given a minibatch of images X = {x1, .., xm} and labels y = {y1, .., ym}.
We have a neural network encoder S(x) ∈ Rk and a projection layer h :
Rk → Rd . Let ` = h(S(·)). Contrastive learning considers a transformation
/ data-augmentation T on each individual example of X :

A = {x1,T (x1), .., xm,T (xm)} = {a1, .., a2m}

NT-Xent loss:

`(ai , aj ; t) = log

(
exp(`(ai )T `(aj)/t)∑2m

k=1 1k 6=i exp(`(ai )T `(ak)/t)

)
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Overview
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Method

Propose to use the embeddings of class labels instead of using data augmenta-
tions. With a class embedding function e(y) : R→ Rd :

`(xi , yi ; t) = − log

(
exp(`(xi )T e(yi )/t)

exp(`(xi )T e(yi )/t) +
∑m

k=1 1k 6=i exp(`(xi )T `(xk)/t)

)
that pulls a reference sample xi nearer to the class embedding e(yi ) and pushes
the others away. The final loss function:

`2C (xi , yi ; t) = − log

(
exp(`(xi )T e(yi )/t) +

∑m
k=1 1yk=yi exp(`(xi )T `(xk)/t)

exp(`(xi )T e(yi )/t) +
∑m

k=1 1k 6=i exp(`(xi )T `(xk)/t)

)
that reduces the distances between the embeddings of images with the same labels.
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Algorithm

Note: 2C loss is computed using m real images in the discriminator
training step and m generated images in the generator training step.
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Experiments (1)

Metric: FID (Frechet Inception Distance) = Wasserstein-2 distance, lower
the better.
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Experiments (2)
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Paper 2

PointGMM: a Neural GMM Network for Point Clouds (CVPR 2020)
Amir Hertz, Rana Hanocka, Raja Giryes, Daniel Cohen-Or

https://arxiv.org/abs/2003.13326

Note

I have not checked all the technical details of this paper yet, but the idea
seems to be applicable to our case.
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Overview
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Shape generation

Question

Can we apply into molecules? For example, given a part of the molecule,
we have a generative model to fill out the rest such that the whole
molecule is a valid one.
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Experiments (1)
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Experiments (2)
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Experiments (3)
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