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Introduction

● Transparency in healthcare AI 
is critical for decision-making 
and trust.

● Traditional healthcare sentiment 
analysis lacks reasoning and 
explainability

● We propose Sentiment 
Reasoning, a novel task that 
integrates rationale generation 
into sentiment classification

Contributions
● New task: Sentiment Reasoning 

for speech and text modalities.

● Developed MultiMed-SA,  a 

sentiment reasoning dataset for 

medical conversations, and a 

multimodal speech-text 

Sentiment Reasoning framework 

● Provide in-depth analysis of 

rationale / Chain-of-Thought 

(CoT)-augmented training

Sentiment Reasoning 

Training with Rationale

● Multitask Training: CoT-augmented tasks for 
encoder-decoders.

● Post-Thinking: Rationale appended to training 
targets for decoders.

Results on Human Transcripts

Rationale Evaluation
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Consists of 2 Sub-tasks:

1. Sentiment Classification: Predict sentiment 
labels 

2. Rationale Generation: Generate explanations 
for predictions.

MultiMed-SA

Results on ASR Transcripts

Key takeaways

1. Encoders are efficient yet 
effective sentiment classification 
baselines

2. ASR errors (WER 29.6%) have 
a marginally negative impact on 
sentiment classification 

3. Rationale-augmented training 
improve model performance

4. The format of post-thinking 
rationale doesn't affect the 
generative models performance

5. Models are likely to misclassify 
POSITIVE and NEGATIVE 
transcripts as NEUTRAL

6. Generated rationales have 
different vocabulary to that of 
human but with similar semantics

7. No significant difference in the 
semantic quality of generated 
rationales between human and 
ASR transcripts


