VIDEBERTA: A POWERFUL PRE-TRAINED LANGUAGE MODEL FOR VIETNAMESE
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Abstract

Although many successtul pre-trained language models based on Transformer have been
widely proposed for the English language, there are still few pre-trained models for Viet-
namese, a low-resource language, that perform good results on downstream tasks, especially
Question answering. This paper presents ViDeBERTa, a new pre-trained monolingual lan-
guage model for Vietnamese, with three versions - ViDeBERTa,. ¢4, ViIDeBERTay,, .,
and ViDeBERTa ;. 4¢, which are pre-trained on a large-scale corpus of high-quality and di-
verse Vietnamese texts using DeBERTa architecture. We fine-tune and evaluate our model
on three important natural language downstream tasks, Part-of-speech tagging, Named-
entity recognition, and Question answering. The empirical results demonstrate that ViDe-
BERTa, with far fewer parameters, surpasses the previous state-of-the-art models on mul-
tiple Vietnamese-specific natural language understanding tasks. Notably, ViDeBERTay,, ¢,
with 86M parameters, which is only about 23% of PhoBERT),,.,, with 370M parameters,
still performs the same or better results than the previous state-of-the-art model. Our
ViDeBERTa models are available at: https://github.com/HySonLab/ViDeBERTa.

Motivations and Contributions

Motivations
e Previous pre-trained language models, based on BERT (Devlin et al., 2019) archi-
tecture, were trained on relatively small Vietnamese datasets, while PLMs can be
significantly improved by using more pre-training data.

o Recently, DeBERTa (He et al., 2020, 2021) architecture using several novel techniques
can significantly outperform BERT.

e Question Answering, including Machine Reading Comprehension and Open-domain
Question Answering, is an impactful task, but few pre-trained language models for
Vietnamese produce eflicient results.

Contributions

e We present an improved large-scale pre-trained language model, namely ViDeBERTa.,
for Vietnamese based on DeBERTa architecture and pre-training techniques.

e We conduct extensive experiments to verify the performance of our pre-trained model
compared to previous models in terms of Vietnamese language modeling.

e We release our model as an effective pre-trained model for Vietnamese NLP applica-
tions and research.

ViDeBERTa model

How we trained ViDeBERTa?

Pre-training data We use a large corpus CC100 Dataset of 138GB uncompressed texts as
a pre-training dataset. We perform word and sentence segmentation using a Vietnamese
toolkit PyVi on the pre-training dataset. After that, we use a pre-trained SentencePiece
tokenizer from DeBERTaV3 to segment these sentences with sub-word units, which have a
vocabulary of 128K sub-word types.

Model architecture Our model follows the DeBERTaV3 (He et al., 2021) architecture,
which is trained using the self-supervised learning objectives of MLM and RTD task and
a new weight-sharing Gradient-Disentangled Embedding Sharing (GDES) to enhance the

performance of the model. We present three versions: ViDeBERTa,.¢,),411, VIDeBERTay,, ¢,
and ViDeBERTay,;. 4. with 22M, 86M, and 304M backbone parameters, respectively.

Optimization We use Adam as the optimizer with weight decay and use a global batch
size of 8,192 across 32 A100 GPUs (80GB each) and a peak learning rate of 6e-4 for both
ViDeBERTa, ¢ 01 and ViDeBERTay, ., while peak learning rate of 3e-4 was used for
ViDeBERTa 4. ge.
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POS tagging and NER tasks

For POS tagging and NER tasks, we use standard benchmarks of the VLSP POS tagging
dataset and the PhoNER dataset. A linear layer for prediction is appended on top of
our model architecture (the last Transformer layer). We then use Adam to optimize our
model for fine-tuning with a fixed learning rate of 1le-5 and batch size of 16.
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Figure 1: An illustration of the Vietnamese POS tagging task and the fine-tuning of our ViDeBERTa for
this task.

Question Answering tasks

We evaluate our model on two main tasks for Question Answering: Machine Reading
Comprehension (MRC) and Open-domain Question Answering (ODQA ). We use the Vi-

QuAD corpus for assessing these tasks.

Machine reading comprehension

Start/End Span
)7 () e ) ™ )
ViDeBERTa
E E E E E E

Paragraph: “Nam 1999: Thang 6,\ il L k fasEl L s
khai trirong Trung tdam Phan mém
Chién lwgc s6 1 (FSU1) tir 13 céan
b¢ cua FSS. FSU1 sau nay duoc {[CLS] 1[ Tok 1 |/ Tok “/ e 1( Tok 1 ‘ Tok \
doi tén thanh FPT Software.” L > L M
Question: FPT Software dwoc
thanh 1ap vao nam nao? | |
A Le L IUECE Question Paragraph

Figure 2: An illustration of the Vietnamese Machine Reading Comprehension task and the fine-tuning of
our ViDeBERTa for this task.

Open-domain Question Answering For ODQA, we propose a new framework ViDeBERTa-
QA, that uses a BM25 as a retriever and ViDeBERTa as a text reader.

Question: Chu tich H6 Chi Minh ra di tim
dwdng clru nwd'c vao nam nao?

(Which year did President Ho Chi Minh leave
the country to find a way to save the nation?)
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Figure 3: An overview of ViDeBERTa-QA framework for Vietnamese Open-domain QQuestion Answering.
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Experimental Results

POS tagging, NER, and MRC tasks: Our model produces significantly better results than
the baselines and achieves new SOTA performance on these tasks.

POS NER MRC
Model Acc. F4 F4
XLM-Ryp e 96.21 _ 82.0¢
XLM-Rygrge 96.31 03.8* 87.04
PhoBERTY,, ¢0 96.71 94.2% 30.1
PhoBERTlee 96.81 94.5% 83.5
ViT5ba361024—length — 94.5% —
V1T5largel()24—length - 93.8” —
ViDeBERTa, ¢ 011 96.4 93.6 381.3
ViDeBERTay,, ¢0 96.8 94.5 8D.7
ViDeBERTala,,ag6 97.2 95.3 89.9

ODQA task: ViDeBERTa-QA achieves better scores than the previous models, including
BERTSsini, DrQA, and SOTA XLMRQA at the top k£ passages, selected by retrievers, is
10 and 20.

Top k selected passages

Model 1 5 10 20

DrQA 37.86 37.86 37.86 37.86
BERTSserini 55.55 58.30 57.08 58.09
XLMRQA 61.83 64.99 64.49 64.49
ViDeBERTa,, 0 52.76 56.24 56.93 57 40
ViDeBERTay, . 58.55 61.37 61.89 62.43
ViDeBERTay ). 61.23 63.57 64.89 65.34

Discussion

e ViDeBERTay, . (86M) with fewer parameters but still perform slightly better than
XLM-Ry4rge and competitively the same as the previous SOTA PhoBERT);;.00. The
possible reasons are: i) our model inherits the robustness of DeBERTaVS3 ar-
chitecture and pre-training techniques, demonstrating superior performance; i)
using more high-quality pre-training data (138GB) can help ViDeBERTa sig-
nificantly improve its performance compared to PhoBERT (20GB).

e ViDeBERTa outperforms PhoBERT by a large margin. Our models are more scalable
than PhoBERT for long contexts since PhoBERT set a maximum length of 256
subword tokens for both versions, while ViDeBERTa set a larger one of 512.

e The results obtained by ViDeBERTa-QA on ODQA also suggest that our framework
achieves the best performance with large top k passages selected by the retriever (i.e.,
k =10,20).
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