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#### Abstract

In this paper we define and investigate a binary word operation that formalizes an experimentally observed outcome of DNA computations, performed to generate a small gene library and implemented using a DNA recombination technique called Cross-pairing Polymerase Chain Reaction (XPCR). The word blending between two words $x w y_{1}$ and $y_{2} w z$ that share a non-empty overlap $w$, results in $x w z$. We study closure properties of families in the Chomsky hierarchy under word blending, language equations involving this operation, and its descriptional state complexity when applied to regular languages. Interestingly, this phenomenon has been observed independently in linguistics, under the name "blend word" or "portmanteau", and is responsible for the creation of words in the English language such as smog (smoke + fog), labradoodle (labrador + poodle), and Brangelina (Brad + Angelina).


## 1 Introduction

Cross-pairing Polymerase Chain Reaction (XPCR) is an experimental DNA protocol introduced in [11] for extracting, from a heterogeneous pool of DNA strands, all the strands containing a given substrand. XPCR was then employed to implement several DNA recombination algorithms [13], for the creation of the solution space for a SAT problem [9], and for mutagenesis [12]. The combinatorial power of such a technique has been explained by logical-symbolic schemes in [23], while algorithms to create combinatorial libraries were improved and experimented in [12], [10].

The formal language operation called overlap assembly, introduced in [5] under the name of self-assembly, and further investigated in [7,8,3], also models a special case of XPCR: The overlap assembly of two strings $\alpha x$ and $x \beta$ that share a non-empty overlap $x$, results in the string $\alpha x \beta$. A particular case of overlap assembly, called "chop operation", where the overlap consists of a single letter, was studied in [18, 19], and generalized to an arbitrary length overlap in [20]. Other similar operations have been studied in the literature, such as the "short concatenation" [4], which uses only the maximum-length (possibly
empty) overlap $y$ between operands, the "Latin product" of words [14] where the overlap consists of only one letter, and the operation $\otimes$ which imposes the restriction that the non-overlapping part $x$ is not empty [21]. Overlap assembly can also be considered as a particular case of "semantic shuffle on trajectories" with trajectory $0^{*} \sigma^{+} 1^{*}$ or as a generalization of the operation $\bigodot_{N}$ from [6] which imposes the length of the overlap to be at least $N$. Many similar biological phenomena and operations can also be modelled using splicing systems [26, 27]. However, modeling these operations often does not require the full power of splicing. Properties of splicing languages under restrictions such as symmetry and reflexivity have been studied in $[2,15]$.

Returning to the biological process that motivated the study of overlap assembly, the XPCR procedure has been successfully used to join two different genes if they are attached to compatible primers [10]. Formally, $\alpha A \gamma$ and $\gamma D \beta$ were combined to produce $\alpha A \gamma D \beta$ (here $A$ and $D$ are gene sequences and $\alpha, \gamma$ and $\beta$ are primers used). However, when $A=D$, that is, when two sequences containing the same gene were combined by XPCR, the result was not as expected. More specifically, when using XPCR with two strings $\alpha A \gamma$ and $\gamma A \beta$, instead of obtaining the expected $\alpha A \gamma A \beta$, the experiments repeatedly produced the result $\alpha A \beta$.

In this paper, we define and investigate a formal language operation called word blending, that formalizes this experimentally observed outcome of XPCR: The word blending of two words $x A y_{1}$ and $y_{2} A z$ that share a non-empty overlap $A$ results in $x A z$. Interestingly, this phenomenon has been observed independently in linguistics [16], under the name "blend word" or "portmanteau", and is responsible for the creation of words in the English language such as smog (smoke +fog ), labradoodle (labrador + poodle), emoticon (emotion $+i c o n$ ), and Brangelina (Brad + Angelina).

The paper is organized as follows. Section 2 details the biological motivation behind the study of word blending, and introduces the main definitions and notations. Section 3 studies closure properties of the families in the Chomsky hierarchy under word blending, its right and left inverses, as well as iterated word blending. Section 4 investigates the decidability of existence of solutions to some language equations involving word blending, and Section 5 studies the descriptional state complexity of this operation when applied to regular languages.

## 2 Preliminaries

An alphabet $\Sigma$ is a finite non-empty set of symbols. $\Sigma^{*}$ denotes the set of all words over $\Sigma$, including the empty word $\lambda$, and $\Sigma^{+}$denotes the set of all non-empty words over $\Sigma$. The length of the word $w$ is denoted $\lg (w)$. For words $w, x, y, z \in \Sigma^{*}$ such that $w=x y z$ we call the subwords $x, y$, and $z$ prefix, infix, and suffix of $w$, respectively. The sets $\operatorname{pref}(w), \inf (w)$, and $\operatorname{suff}(w)$ contain, respectively, all prefixes, infixes, and suffixes of $w$. This notation is extended to languages as $\operatorname{suff}(L)=\bigcup_{w \in L} \operatorname{suff}(w)$. The mirror image of a word $w \in \Sigma^{*}$ is defined as $\operatorname{mi}(\lambda)=\lambda$, and $\operatorname{mi}(w)=a_{k} \ldots a_{2} a_{1}$ if $w=a_{1} a_{2} \ldots a_{k}$. The definition is extended
to languages in the natural way, by $\operatorname{mi}(L)=\bigcup_{w \in L} \operatorname{mi}(w)$. The complement of a language $L \subseteq \Sigma^{*}$ is $L^{c}=\Sigma^{*} \backslash L$. For two languages $L_{1}$ and $L_{2}$, the right quotient of $L_{1}$ by $L_{2}$ is defined as $L_{1} L_{2}^{-1}=\left\{u \in \Sigma^{*} \mid \exists u v \in L_{1}, v \in L_{2}\right\}$, and the left quotient of $L_{1}$ by $L_{2}$ is defined as $L_{2}^{-1_{l}} L_{1}=\left\{v \in \Sigma^{*} \mid \exists u v \in L_{1}, u \in L_{2}\right\}$.

The biological phenomenon we model in this paper was observed during the XPCR-based experiments, initially intended to achieve the catenation of two or more genes (genomic DNA strands). It was namely observed in [10] that, in the particular case where the two genes to be catenated were one and the same, that is, when the two input DNA strands were $\alpha A \gamma$ and $\gamma A \beta$ (here $A$ represents a gene sequence), the output of a PCR-based amplification with primers $\alpha$ and $\beta$ was $\alpha A \beta$. This output was different from the expected $\alpha A \gamma A \beta$, which had been the anticipated result. (Indeed, experiments using XPCR for the purpose of catenating two different genes $A$ and $D$ flanked by primers, that is, when the two input strands were $\alpha A \gamma$ and $\gamma D \beta$, had resulted in the output $\alpha A \gamma D \beta$. This "expected" output of XPCR was modelled by the previously mentioned operation of overlap assembly, given by $\alpha A \gamma+\gamma D \beta=\alpha A \gamma D \beta$.)

Generalizing this experimentally newly-observed phenomenon to the case where the end words of the input strings are different, we model this string recombination as follows. Given two non-empty words $x, y$ over an alphabet $\Sigma$, we define the word blending, or simply blending, of $x$ with $y$ as

$$
x \bowtie y=\left\{z \in \Sigma^{+} \mid \exists \alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}, \exists w \in \Sigma^{+}: x=\alpha w \gamma_{1}, y=\gamma_{2} w \beta, z=\alpha w \beta\right\} .
$$

The definition of blending can be extended to languages $L_{1}$ and $L_{2}$ by

$$
L_{1} \bowtie L_{2}=\bigcup_{x \in L_{1}, y \in L_{2}} x \bowtie y
$$

Note that, for a realistic model, we would need additional restrictions such as the fact that the $w, \gamma_{1}$ and $\gamma_{2}$ should be of a sufficient length and should not appear as a substring in the other strings involved.

We can also extend the blending operation to an iterated version on a language. Let $L \subseteq \Sigma^{*}$ be a language. We define the iterated (word) blending of $L$ by $L^{\bowtie_{0}}=L$ and $L^{\bowtie_{i}}=L \bowtie L^{\bowtie_{i-1}}$. We define the iterated blending closure of $L$ by

$$
L^{\bowtie_{*}}=\bigcup_{i \geqslant 0} L^{\bowtie_{i}} .
$$

We observe that the result of the iterated blending operation can be generated by a splicing system with null context splicing rules [17]. Splicing rules in [17] are of the form $\left(u_{1}, z, u_{2} ; u_{3}, z, u_{4}\right)$. For such a rule, if we have strings $x=x_{1} u_{1} z u_{2} x_{2}$ and $y=y_{1} u_{3} z u_{4} y_{2}$, we obtain the word $x_{1} u_{1} z u_{4} y_{2}$. A splicing rule is a null context rule when $u_{1}, u_{2}, u_{3}, u_{4}=\lambda$. It is easy to see that the language $L^{\bowtie *}$ can be generated from a splicing scheme with rules of the form $(\lambda, w, \lambda ; \lambda, w, \lambda)$ for every word $w \in \Sigma^{+}$. The relationship between iterated blending and splicing will be discussed in greater detail in Section 3.

## 3 Closure Properties

In this section, we prove that the families of regular, context-free and recursively enumerable languages are closed under blending, and that the family of contextsensitive languages is not. The section also contains closure properties of Chomsky hierarchy families under the right and left inverse of word blending, as well as under iterated word blending.

The following lemma shows that word-blending is equivalent to a restricted version where only one-letter overlaps are utilized.
Lemma 1. If $x, y$ are non-empty words in $\Sigma^{+}$, then

$$
x \bowtie y=\left\{z \in \Sigma^{+} \mid \exists \alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}, \exists a \in \Sigma: x=\alpha a \gamma_{1}, y=\gamma_{2} a \beta, z=\alpha a \beta\right\} .
$$

This result can be extended to languages in the natural way. Then from this lemma, we can show that the word blending of two languages can be obtained by combining the right quotient, catenation, left quotient and union operations, as follows.
Proposition 2. Given languages $L_{1}, L_{2} \subseteq \Sigma^{+}$,

$$
L_{1} \bowtie L_{2}=\bigcup_{a \in \Sigma}\left(L_{1}\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} L_{2}\right)
$$

Corollary 3. Every full AFL is closed under word blending.
We note that the families of regular languages, context-free languages and recursively enumerable languages are all full AFLs [28].
Proposition 4. The family of context-sensitive languages is not closed under word blending.

Proof. Let $L_{0}$ be a recursively enumerable language over $\Sigma$, that is not contextsensitive. It is known that a context-sensitive language $L_{1}$ over $\Sigma \cup\{a, b\}$ with $a, b \notin \Sigma$, can be constructed such that $L_{1}$ consists of words of the form $\mathrm{Pba}^{i}$ where $i \geqslant 0$ and $P \in L_{0}$ and, in addition, for every $P \in L_{0}$ there is an $i \geqslant 0$ such that $P b a^{i} \in L_{1}$ (see, e.g., [28]).

Since it is obvious that $L_{1} \bowtie\{b\}=\left\{P b \mid P \in L_{0}\right\}$, which is not context sensitive, it follows that the family of context sensitive languages is not closed under word blending with singleton words.

Recall that, given a binary word operation $\diamond$, the binary word operation $\square$ is called the right-inverse of $\diamond[22]$ if and only if for every triplet of words $u, y, w \in \Sigma^{*}$ the following relation holds: $w \in(u \diamond y)$ if and only if $y \in(u \square w)$. In other words, the operation $\square$ is called the right-inverse of $\diamond$ if it can be used to recover the right operand $y$ in $u \diamond y$, from the other operand $u$ and a word $w \in(u \diamond y)$ in the result. Define now the binary word operation $\bowtie^{r}$ as $u \bowtie^{r} w=\bigcup_{a \in \Sigma} \Sigma^{*} a\left(\left(u\left(a \Sigma^{*}\right)^{-1} a\right)^{-1_{l}} w\right)$. Informally, given a word $w=\alpha a \beta \in$ $\left(\alpha a \gamma_{1} \bowtie \gamma_{2} a \beta\right)$, the operation $\bowtie^{r}$ outputs the right operand $y=\gamma_{2} a \beta$ of word blending, if it is given as inputs the result $w=\alpha a \beta \in(u \bowtie y)$ and the left operand $u=\alpha a \gamma_{1}$. The definition of $\bowtie^{r}$ can be extended to languages naturally.

Proposition 5. The operation $\bowtie^{r}$ is the right-inverse of $\bowtie$.
Proof. If $w \in u \bowtie y$, there exist $\alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}, b \in \Sigma$ such that $w=$ $\alpha b \beta, u=\alpha b \gamma_{1}, y=\gamma_{2} b \beta$ by Lemma 1. Then, we have that $y=\gamma_{2} b \beta \in \Sigma^{*} b \beta=$ $\Sigma^{*} b\left((\alpha b)^{-1_{l}}(\alpha b \beta)\right) \subseteq \Sigma^{*} b\left(\left(\left(\left(\alpha b \gamma_{1}\right)\left(b \Sigma^{*}\right)^{-1}\right) b\right)^{-1_{l}}(\alpha b \beta)\right) \subseteq \bigcup_{a \in \Sigma} \Sigma^{*} a((((\alpha b$ $\left.\left.\left.\left.\gamma_{1}\right)\left(a \Sigma^{*}\right)^{-1}\right) a\right)^{-1_{l}}(\alpha b \beta)\right)$.

If $y \in u \bowtie^{r} w=\bigcup_{a \in \Sigma} \Sigma^{*} a\left(\left(\left(u\left(a \Sigma^{*}\right)^{-1}\right) a\right)^{-1_{l}} w\right)$, then there exist $b \in \Sigma$, and $\gamma_{2} \in \Sigma^{*}, \gamma_{3} \in\left(u\left(b \Sigma^{*}\right)^{-1}\right) b$ such that $y=\gamma_{2} b\left(\gamma_{3}^{-1}{ }^{1} w\right)$. This implies that $w \in$ $\left(u\left(b \Sigma^{*}\right)^{-1}\right) b\left(\gamma_{3}^{-1} w\right)=\left(u\left(b \Sigma^{*}\right)^{-1}\right) b\left(\left(\gamma_{2} b\right)^{-1_{l}}\left(\gamma_{2} b\left(\gamma_{3}^{-1} w\right)\right)\right)$ which is included in $\left(u\left(b \Sigma^{*}\right)^{-1}\right) b\left(\left(\Sigma^{*} b\right)^{-1_{l}} y\right) \subseteq \bigcup_{a \in \Sigma}\left(u\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} y\right)=u \bowtie y$.

Corollary 6. The families of regular languages and recursively enumerable languages are closed under the right inverse of the blending. Moreover, if $L_{1}$ is an arbitrary language and $L_{2}$ is a regular language, then $L_{1} \bowtie^{r} L_{2}$ is regular; if $L_{1}$ is a regular language and $L_{2}$ is a context-free language, then $L_{1} \bowtie^{r} L_{2}$ is context-free.

Proposition 7. The family of context-free languages is not closed under the right inverse of blending.

Proof. Consider the context-free languages $L_{1}=\left\{a \$\left(b^{i_{1}} a^{i_{1}} \$\right) \cdots\left(b^{i_{n}} a^{i_{n}} \$\right) \mid n \geqslant\right.$ $1, i_{m} \geqslant 1$ for $\left.1 \leqslant m \leqslant n\right\}, L_{2}=\left\{\left(a^{j_{1}} \$ b^{2 j_{1}}\right) \cdots\left(a^{j_{k}} \$ b^{2 j_{k}}\right)\left(a^{j} \$ c^{2 j}\right) \mid j \geqslant 1, k \geqslant\right.$ $1, j_{m} \geqslant 1$ for $\left.1 \leqslant m \leqslant k\right\}$ and the regular language $R=\left\{\$ c^{*}\right\}$.

We now show that ( $L_{1} \bowtie^{r} L_{2}$ ) $\cap R=\left\{\$ c^{2^{n}} \mid n \geqslant 2\right\}$. Since words in $R$ start with $\$$ and contain only one symbol $\$$, the only cases in which the words in $L_{1} \bowtie^{r} L_{2}$ have the pattern of the words in $R$ are the cases of word pairs where the overlap letter is $\$$, and a prefix ending in $\$$ in the word from $L_{1}$ matches the prefix ending in the last occurrence of $\$$ in the word from $L_{2}$. More precisely, let $u=a \$ b^{i_{1}} a^{i_{1}} \$ b^{i_{2}} a^{i_{2}} \$ \cdots b^{i_{m}} a^{i_{m}} \$ \cdots b^{i_{n}} a^{i_{n}} \$ \in L_{1}$ and $v=$ $a^{j_{1}} \$ b^{2 j_{1}} a^{j_{2}} \$ b^{2 j_{2}} \ldots a^{j_{m}} \$ b^{2 j_{m}} a^{j} \$ c^{2 j} \in L_{2}$. For a word $w \in\left(L_{1} \bowtie^{r} L_{2}\right)$ to belong to $R$, we must have

$$
a \$ b^{i_{1}} a^{i_{1}} \$ b^{i_{2}} a^{i_{2}} \$ \cdots b^{i_{m}} a^{i_{m}} \$=a^{j_{1}} \$ b^{2 j_{1}} a^{j_{2}} \$ b^{2 j_{2}} \cdots a^{j_{m}} \$ b^{2 j_{m}} a^{j} \$,
$$

which implies $j_{1}=1, j_{2}=i_{1}=2 j_{1}=2, \ldots, j=i_{m}=2 j_{m}=2^{m}$. Thus, $w=\$ c^{2 j}=\$ c^{2^{m+1}}$, which implies $\left(L_{1} \bowtie^{r} L_{2}\right) \cap R=\left\{\$ c^{2^{n}} \mid n \geqslant 2\right\}$.

Since the family of context-free languages is closed under intersection with regular languages, it follows that it is not closed under the right inverse of blending.

Proposition 8. The family of context-sensitive languages is not closed under the right inverse of blending.

Recall that given a binary word operation $\diamond$, the binary word operation $\square$ is called the left-inverse of $\diamond$ iff for every triplet of words $x, v, w \in \Sigma^{*}$ the following relation holds: $w \in(x \diamond v)$ if and only if $x \in(w \square v)$ [22].

Proposition 9. The left inverse of blending can be expressed using the right inverse of blending, and mirror image as $w \bowtie^{l} v=\operatorname{mi}\left(\operatorname{mi}(v) \bowtie^{r} \operatorname{mi}(w)\right)$.

Because all families of languages in the Chomsky hierarchy are closed under mirror image, their closure properties under the left-inverse of word blending are the same as their closure properties under the right-inverse of word blending.

We now consider the iterated blending operation $\bowtie_{*}$. Recall that, as mentioned in Section 2, for any language $L \subseteq \Sigma^{*}$, the language $L^{\bowtie *}$ can be generated by a splicing system with null-context splicing rules defined as 6 -tuples, as in [17]. As shown in [1], every splicing system where the rules are defined by 6 -tuples, can also be implemented by a splicing system as defined in [27], which uses 4 -tuple rules (see Definition 10). This connection, together with Proposition 2, allows us to express iterated word blending using so-called simple splicing systems [24], themselves a particular case of splicing systems based on 4-tuple splicing rules.

Definition 10 ([27]). Let $\sigma=(\Sigma, R)$ be a splicing scheme, where $\Sigma$ is the alphabet and $R$ is a set of rules $R \subseteq \Sigma^{*} \# \Sigma^{*} \$ \Sigma^{*} \# \Sigma^{*}$. A rule $\left(u_{1}, u_{2} ; u_{3}, u_{4}\right)$ is a word $u_{1} \# u_{2} \$ u_{3} \# u_{4} \in R$. For two strings $x, y \in \Sigma^{*}$, we have

$$
\begin{aligned}
\sigma(x, y)=\left\{x_{1} u_{1} u_{4} y_{2} \mid\right. & x=x_{1} u_{1} u_{2} x_{2}, y=y_{1} u_{3} u_{4} y_{2} \\
& \left.x_{1}, x_{2}, y_{1}, y_{2} \in \Sigma^{*}, u_{1} \# u_{2} \$ u_{3} \# u_{4} \in R\right\}
\end{aligned}
$$

For a language $L$, we define $\sigma(L)=L \cup \bigcup_{x, y \in L} \sigma(x, y)$ and we define the iterated splicing of $L$ by $\sigma^{*}(L)=\bigcup_{i \geqslant 0} \sigma^{i}(L)$ with $\sigma^{0}(L)=L$ and $\sigma^{i+1}(L)=\sigma\left(\sigma^{i}(L)\right)$.

Simple splicing schemes are splicing schemes as above, but restricted to rules of the form $(a, \lambda ; a, \lambda)$ for $a \in \Sigma$. Note that for two languages $L_{1}$ and $L_{2}$ over $\Sigma$, we now have that

$$
L_{1} \bowtie L_{2}=\bigcup_{x \in L_{1}, y \in L_{2}} \sigma_{\bowtie}(x, y),
$$

where $\sigma_{\bowtie}$ is the simple splicing scheme $\sigma_{\bowtie}=(\Sigma, R)$ with $R=\Sigma \# \lambda \$ \Sigma \# \lambda$. This observation together with Proposition 2 which showed that the word blending of two languages can be written $L_{1} \bowtie L_{2}=\bigcup_{a \in \Sigma}\left(L_{1}\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} L_{2}\right)$, gives us the following result.

Proposition 11. For any language $L \subseteq \Sigma^{*}$, we have $\sigma_{\bowtie}(L)=L \bowtie L$ and $\sigma_{\bowtie}^{*}(L)=L^{\bowtie_{*}}$.

We note that the splicing scheme $\sigma_{\bowtie}$ is finite, since the number of rules depends only on the number of symbols in $\Sigma$, and it is unary, since the rules use words of length at most 1 . We also note that, even though in [24] consideration is restricted to the case when $L$ is a finite language, the properties of the splicing systems obtained therein imply the following closure properties.

Proposition 12. Every full AFL is closed under iterated word blending.
Proof. Recall that $L^{\bowtie *}=\sigma_{\bowtie}^{*}(L)$ and that $\sigma_{\bowtie}^{*}$ is finite and unary. For a splicing rule $u_{1} \# u_{2} \$ u_{3} \# u_{4}$, the words $u_{1}$ and $u_{4}$ are called visible sites and $u_{2}$ and $u_{3}$
are invisible sites. In [26], it is shown that full AFLs are closed under regular splicing systems with finitely many visible sites. Since $\sigma_{\bowtie}^{*}$ is finite, the rules of $\sigma_{\bowtie}^{*}$ contain only finitely many visible sites.

Now, we will give an explicit construction for $L^{\bowtie *}$ when $L$ is a regular language. We will require the following lemma concerning the structure of words generated by the iterated blending operation.

Lemma 13. Let $L \subseteq \Sigma^{+}$be a language. Then for each word $w \in L^{\bowtie_{*} \text {, there }}$ exists $n \in \mathbb{N}$ such that there are words $u_{i} \in \inf (L), 1 \leqslant i \leqslant n$ and $\alpha_{j} \in \Sigma^{*}, 1 \leqslant$ $j \leqslant n$ and symbols $a_{k} \in \Sigma, 1 \leqslant k \leqslant n-1$ where

1. for $n>1$,
(a) $w=\alpha_{1} a_{1} \alpha_{2} a_{2} \cdots a_{n-1} \alpha_{n}$,
(b) $u_{i}=a_{i-1} \alpha_{i} a_{i} \in \inf (L)$ for all $2 \leqslant i \leqslant n-1$,
(c) $u_{1}=\alpha_{1} a_{1} \in \operatorname{pref}(L)$ and $u_{n}=a_{n-1} \alpha_{n} \in \operatorname{suff}(L)$,
2. $u_{1}=w \in L$ for $n=1$.

Proposition 14. Given an NFA $A$, there exists an $N F A A^{\prime}$ recognizing the language $L(A)^{\bowtie *}$ which is effectively constructible.

This construction gives us a way to test whether a regular language $L$ is closed under iterated blending.

Proposition 15. Let $L$ be a regular language. It is decidable whether or not $L$ is closed under $\bowtie_{*}$.

Let $L, B \subseteq \Sigma^{*}$ be two languages. We say that $B$ is a base of $L$ (with respect to $\bowtie$ ) if $L=B^{\bowtie *}$. In [24], it is shown that it is decidable whether or not a regular language is generated by a simple splicing scheme and a finite language base. Here, we extend the result to consider the case when the base need not be finite.

Theorem 16. It is decidable whether or not a regular language has a base over $\bowtie_{*}$.

As a consequence, we are able to not only decide whether a regular language is closed under $\bowtie_{*}$, but if it is, we know there always exists a finite base that generates it.

Corollary 17. Let $L$ be a regular language closed under $\bowtie_{*}$. Then $L$ can be generated by a finite base.

Note that in [24] languages generated by simple splicing schemes are assumed to have finite bases by definition. There it was also shown that the class of languages generated by these simple splicing schemes is a subclass of the family of regular languages. Here we do not have the finite base restriction, and Corollary 17 shows that allowing regular bases does not give simple splicing schemes and iterated word blending any more power than restricting bases to be finite.

## 4 Decision Problems

This section investigates the existence of solutions to language equations of the type $X \bowtie L=R$ and $L \bowtie Y=R$, where $L, R$ are given known languages, $X, Y$ are unknown languages, and $\bowtie$ is the word blending operation.

Proposition 18. The existence of a solution $Y$ to the equation $L \bowtie Y=R$ is decidable for given regular languages $L$ and $R$.

Proof. According to [22], since $\bowtie^{r}$ is the right-inverse of word blending, if there exists a solution $Y$ to the given equation, then $Y^{\prime}=\left(L \bowtie^{r} R^{c}\right)^{c}$ is also a solution. Moreover, in this case $Y^{\prime}$ is the maximal solution, in the sense that it includes all the other solutions to the equation. Since the family of regular languages is closed under $\bowtie^{r}$ and complement, the algorithm for deciding the existence of a solution starts with constructing $L \bowtie Y^{\prime}$, which is also regular, and checking whether $L \bowtie Y^{\prime}$ equals $R$. As equality of regular languages is decidable [25], if the answer to the question "Is $L \bowtie Y^{\prime}$ equal to $R$ ?" is "yes", then a solution to the equation exists, and $Y^{\prime}$ is such a solution. If the answer is "no", then the equation has no solution.

Proposition 19. The existence of a solution $X$ to the equation $X \bowtie L=R$ is decidable for regular languages $L$ and $R$.

Proposition 20. The existence of a singleton solution $\{w\}$ to the equation $L \bowtie\{w\}=R$ is decidable for regular languages $L$ and $R$.

Proof. If $R$ is empty, a singleton solution $\{w\}$ to the equation $L \bowtie\{w\}=R$ exists if and only if $L$ does not use all the letters from the alphabet $\Sigma$. The decision algorithm will check the emptiness of all regular languages $L \cap \Sigma^{*} a \Sigma^{*}$, where $a \in \Sigma$ : If any of them is empty, then $\{w\}=\{a\}$ is a singleton solution, otherwise no singleton solution exists.

We now consider the case when $R$ is not empty. If there is a singleton solution $\{w\}$ to the equation $L \bowtie\{w\}=R$, where $L, R \subseteq \Sigma^{+}, w \in \Sigma^{+}$then there is a shortest singleton solution of length $k \geqslant 1$, denoted by $w_{s}=a_{1} a_{2} \cdots a_{k}$, with $a_{1}, a_{2}, \ldots, a_{k} \in \Sigma$. We now want to show that the number of states in any finite state automaton that accepts $R$ is at least $k$.

If $\lg \left(w_{s}\right)=1$, then $\lambda \notin R$, so the number of states of any finite state machine that recognizes $R$ is at least 2 , which is greater than the length of $w_{s}$.

Suppose $k \geqslant 2$. Define $L_{i}=\left(L \bowtie a_{i}\right) a_{i+1} \cdots a_{k}$ for $1 \leqslant i<k$, and define $L_{k}=L \bowtie a_{k}$. Then, we have $R=\bigcup_{i=1}^{k} L_{i}$. Note that $L_{1} \ddagger \bigcup_{i=2}^{k} L_{i}$, as otherwise $a_{2} a_{3} \cdots a_{k}$ would be a shorter singleton solution than $w_{s}$-a contradiction.

Let $\alpha \in L_{1} \subseteq R ; \alpha$ can be represented as $\alpha=\alpha_{1} a_{1} a_{2} \cdots a_{k}$, where $\alpha_{1} \in \Sigma^{*}$. Assume now that $R$ is recognized by a DFA $M=\left(Q, \Sigma, \delta, q_{0}, F\right)$ with $n<k$ states. Then there is a derivation

$$
q_{0} \alpha_{1} a_{1} a_{2} \cdots a_{k} \Longrightarrow{ }^{*} q_{i_{1}} a_{1} a_{2} \cdots a_{k} \Longrightarrow q_{i_{2}} a_{2} \cdots a_{k} \Longrightarrow \cdots \Longrightarrow q_{i_{k}} a_{k} \Longrightarrow q_{i_{k+1}}
$$

Because $M$ has $n<k$ states, there is a state that occurs twice in the set $\left\{q_{i_{2}}, q_{i_{3}}, \ldots, q_{i_{k+1}}\right\}$.

If $q_{i_{j}}=q_{i_{k+1}}$ where $2 \leqslant j \leqslant k$, then $\alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{k}\right)^{+} \subseteq R$, and so there exists a word $\alpha_{2} \in \Sigma^{*}$ such that $\alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{k}\right)^{+} \alpha_{2} \subseteq L$. Thus, we have $\alpha \in \alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{k}\right)^{+} \alpha_{2} \bowtie a_{k} \subseteq L_{k} \subseteq \bigcup_{i=2}^{k} L_{i}$.

If $q_{i_{j}}=q_{i_{h}}$ where $2 \leqslant j<h \leqslant k$, then $\alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{h-1}\right)^{+} a_{h} \cdots a_{k} \subseteq$ $R$, and so there exists a word $\alpha_{2} \in \Sigma^{*}$ such that $\alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{h-1}\right)^{+} \alpha_{2} \subseteq$ $L$. Then $\alpha \in\left(\alpha_{1} a_{1} \cdots a_{j-1}\left(a_{j} \cdots a_{h-1}\right)^{+} \alpha_{2} \bowtie a_{h-1}\right) a_{h} \cdots a_{k} \subseteq L_{h-1} \subseteq \bigcup_{i=2}^{k} L_{i}$.

In either case, for all words $\alpha \in L_{1}, \alpha \in \bigcup_{i=2}^{k} L_{i}$. Thus, we have that $L_{1} \subseteq$ $\bigcup_{i=2}^{k} L_{i}$, which is a contradiction.

For the equation $L \bowtie Y=R$, if there is a singleton solution, there is a singleton solution $w_{s}$ of minimal length $k$, and the number of states in any finite state machine for $R$ is at least $k$. If the minimal deterministic finite automaton that generates $R$ has $k$ states, the algorithm for deciding the existence of a singleton solution will check all the words $\beta$, where $l g(\beta) \leqslant k$. The answer is "yes" if this algorithm finds a string $\beta$ such that $L \bowtie\{\beta\}=R$, and "no" otherwise.

Proposition 21. The existence of a singleton solution $\{w\}$ to the equation $\{w\} \bowtie L=R$ is decidable for regular languages $L$ and $R$.
Proposition 22. The existence of a singleton solution $\{w\}$ to the equation $L \bowtie\{w\}=R$ is undecidable for regular languages $R$ and context-free languages $L$.

Proof. Assume, for the sake of contradiction, that the existence of a singleton solution $\{w\}$ to the equation $L \bowtie\{w\}=R$ is decidable for regular languages $R$ and context-free languages $L$.

Given an arbitrary context-free language $L^{\prime}$ over an alphabet $\Sigma$, the contextfree language $L_{1}=\# \Sigma^{+} \# \cup L^{\prime} \$$ can be constructed where $\#, \$ \notin \Sigma$. Note now that the equation $L_{1} \bowtie\{w\}=\Sigma^{*} \$$ has a singleton solution $\{w\}$ if and only if $L^{\prime}=\Sigma^{*}$ and the solution is $\{w\}=\{\$\}$. Thus, if we could decide the problem in the proposition, we would be able to decide whether or not $L^{\prime}=\Sigma^{*}$ for arbitrary context-free languages $L^{\prime}$, which is impossible.

Corollary 23. The existence of a solution $Y$ to the equation $L \bowtie Y=R$ is undecidable for regular languages $R$ and context-free languages $L$.

Proposition 24. 1. The existence of a singleton solution $\{w\}$ to the equation $\{w\} \bowtie L=R$ is undecidable for a regular language $R$ and a context-free language $L$.
2. The existence of a solution $X$ to the equation $X \bowtie L=R$ is undecidable for a regular language $R$ and a context-free language $L$.

## 5 State Complexity

By Proposition 2, the family of regular languages is closed under word blending. Thus, we can consider the state complexity of the blending operation on two
regular languages. Recall from Proposition 2 that the blending of two languages can be expressed as a series of union, catenation, and quotient operations. While the state complexity of each of these operations is known, the state complexity of a combination of operations is not necessarily the same as the composition of the state complexities of the operations [29].

First, for illustrative purposes, we will construct an NFA that recognizes the blending of two languages given by DFAs. Let $A_{m}=\left(Q_{m}, \Sigma, \delta_{m}, s_{m}, F_{m}\right)$ be a DFA with $m \geqslant 1$ states that recognizes the language $L_{m}$ and let $A_{n}=$ $\left(Q_{n}, \Sigma, \delta_{n}, s_{n}, F_{n}\right)$ be a DFA with $n \geqslant 1$ states that recognizes the language $L_{n}$. We construct an NFA $B^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, s^{\prime}, F^{\prime}\right)$, where $Q^{\prime}=Q_{m} \cup Q_{n}, s^{\prime}=s_{m}$, $F^{\prime}=F_{n}$, and the transition function $\delta^{\prime}: Q^{\prime} \times \Sigma \rightarrow 2^{Q^{\prime}}$ is defined for all $q \in Q^{\prime}$ and $a \in \Sigma$ by

$$
\delta^{\prime}(q, a)= \begin{cases}\bigcup_{p \in Q_{n}} \delta_{n}(p, a) & \text { if } q \in Q_{m} \text { and } \delta_{m}(q, a) \text { is not the sink state, } \\ \delta_{m}(q, a) & \text { if } q \in Q_{m} \text { and } \delta_{m}(q, a) \text { is the sink state } \\ \delta_{n}(q, a) & \text { if } q \in Q_{n}\end{cases}
$$

In Figure 1, we define two DFAs $A_{m}$ and $A_{n}$ and show the NFA $B^{\prime}$ resulting from the construction described above. Intuitively, the machine $B^{\prime}$ operates by first reading the input word assuming that it is the prefix of some word recognized by $A_{m}$. Since the blending occurs on only one symbol, the machine guesses at which symbol the blend occurs. Once the blend occurs the machine continues and assumes the rest of the word is the suffix of some word recognized by $A_{n}$.


Fig. 1. The NFA $B^{\prime}$ recognizes the blend of the languages recognized by the DFAs $A_{m}$ and $A_{n}$

Proposition 25. The NFA $B^{\prime}$ recognizes the language $L_{m} \bowtie L_{n}$.
Now, using the same basic idea, we will construct a DFA that recognizes the language of the blending of the two languages recognized by two given DFAs $A_{m}$ and $A_{n}$. We construct a DFA $A^{\prime}=\left(Q^{\prime}, \Sigma, \delta^{\prime}, s^{\prime}, F^{\prime}\right)$ where
$-Q^{\prime}=Q_{m} \times 2^{Q_{n}}$,
$-s^{\prime}=\left(s_{m}, \varnothing\right)$,
$-F^{\prime}=\left\{(q, P) \in Q_{m} \times 2^{Q_{n}} \mid P \cap F_{n} \neq \varnothing\right\}$,

- $\delta^{\prime}((q, P), a)=\left(\delta_{m}(q, a), P^{\prime}\right)$ for $a \in \Sigma$, where

$$
P^{\prime}= \begin{cases}\bigcup_{p \in P} \delta_{n}(p, a) & \text { if } \delta_{m}(q, a) \text { is the sink state }, \\ \bigcup_{p \in Q_{n}} \delta_{n}(p, a) & \text { otherwise. }\end{cases}
$$

Figure 2 shows the DFA $A^{\prime}$ that results from following the construction described above, where $A_{m}$ and $A_{n}$ are the DFAs shown in Figure 1. Each state of $A^{\prime}$ is a pair consisting of a state of $A_{m}$ and a subset of states of $A_{n}$. Informally, we can divide the computation of a word into two phases. In the first phase, states of the form $(q, P)$ are reached where $q$ is not the sink state of $A_{m}$. Here, the set $P$ is determined solely by the input symbol as the machine tries to guess the symbol on which the blending occurs. In the second phase, the machine reaches states $\left(q_{\varnothing}, P\right)$, where $q_{\varnothing}$ is the sink state of $A_{m}$. The second phase only occurs when the blend occurs and the input that has been read is no longer a prefix of a word recognized by $A_{m}$. In this phase, the set $P$ is determined by the transition function of $A_{n}$. We will show this formally in the following.

Proposition 26. The $D F A A^{\prime}$ recognizes the language $L_{m} \bowtie L_{n}$.
A simple count of the number of states in the state set of $A^{\prime}$ gives us as many as $m 2^{n}$ states. We will show that, depending on the size of the alphabet, not all of these states are necessarily reachable. First, we consider the case where the alphabet is unary.

Theorem 27. Let $L_{m}$ and $L_{n}$ be regular languages defined over a unary alphabet such that $L_{m}$ is recognized by an m-state DFA and $L_{n}$ is recognized by an $n$-state $D F A$. Then the state complexity of $L_{m} \bowtie L_{n}$ is $m+n-1$ if both $L_{m}$ and $L_{n}$ are finite or 1 otherwise. Furthermore, this bound is reachable.

Now, we will consider the state complexity when the languages are defined over alphabets of size greater than 1 .

Lemma 28. The DFA $A^{\prime}$ requires at most $(m-1) \cdot(k-1)+2^{n}+1$ states, where $k=|\Sigma| \leqslant 2^{n}$.

Lemma 29. Let $k \geqslant 3$ and $m, n \geqslant 2$. There exist families of DFAs $A_{m}$ with $m$ states and $B_{n}$ with $n$ states defined over an alphabet with $k$ letters such that a $D F A$ recognizing $A_{m} \bowtie B_{n}$ requires at least $(m-1) \cdot(k-1)+2^{n}+1$ states.

These results together give us the following theorem.


Fig. 2. The DFA $A^{\prime}$ recognizes the blend of the languages recognized by $A_{m}$ and $A_{n}$ from Figure 1

Theorem 30. Let $A_{m}$ be a DFA with $m$ states recognizing the language $L_{m}$ and let $A_{n}$ be a DFA with $n$ states recognizing the language $L_{n}$, where $L_{m}$ and $L_{n}$ are defined over an alphabet $\Sigma$ of size $k$. Then

$$
s c\left(L_{m} \bowtie L_{n}\right) \leqslant(m-1) \cdot(k-1)+2^{n}+1,
$$

and this bound can be reached in the worst case.
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## A Appendix

Here we include proofs that were omitted in the paper due to the limitation on the number of pages.

Lemma 1. If $x, y$ are non-empty words in $\Sigma^{+}$, then

$$
x \bowtie y=\left\{z \in \Sigma^{+} \mid \exists \alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}, \exists a \in \Sigma: x=\alpha a \gamma_{1}, y=\gamma_{2} a \beta, z=\alpha a \beta\right\} .
$$

Proof. Let $A$ denote the right hand side of the equality. The inclusion $A \subseteq x \bowtie y$ is obvious by the definition of word blending. To prove the converse, let $z \in x \bowtie y$. Then $z=\alpha w \beta$ for some $\alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}$ and $w \in \Sigma^{+}$such that $x=\alpha w \gamma_{1}$, $y=\gamma_{2} w \beta$. As $w \in \Sigma^{+}, w$ can be written as $w=w_{1} a$, where $w_{1} \in \Sigma^{*}, a \in \Sigma$. It follows that $x=\alpha w_{1} a \gamma_{1}, y=\gamma_{2} w_{1} a \beta$ and $z=\alpha w_{1} a \beta$, that is, $x=\alpha^{\prime} a \gamma_{1}$, $y=\gamma_{2}^{\prime} a \beta$ and $z=\alpha^{\prime} a \beta$ with $\alpha^{\prime}=\alpha w_{1} \in \Sigma^{*}$ and $\gamma_{2}^{\prime}=\gamma_{2} w_{1} \in \Sigma^{*}$. Thus, $z \in A$, and the equality is proved.

Proposition 2. Given languages $L_{1}, L_{2} \subseteq \Sigma^{+}$,

$$
L_{1} \bowtie L_{2}=\bigcup_{a \in \Sigma}\left(L_{1}\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} L_{2}\right)
$$

Proof. ( $\subseteq$ ) Let $z \in L_{1} \bowtie L_{2}$. Then, by Lemma 1, $z=\alpha a \beta$, for some $x \in$ $L_{1}$ and $y \in L_{2}$ such that $x=\alpha a \gamma_{1}, y=\gamma_{2} a \beta$ where $a \in \Sigma, \alpha, \beta, \gamma_{1}, \gamma_{2} \in$ $\Sigma^{*}$. It is clear that $\alpha \in L_{1}\left(a \Sigma^{*}\right)^{-1}$ and $\beta \in\left(\Sigma^{*} a\right)^{-1_{l}} L_{2}$, so $z=\alpha a \beta \in$ $\left(L_{1}\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-l_{l}} L_{2}\right)$.
$(\supseteq)$ Let $z \in \bigcup_{a \in \Sigma}\left(L_{1}\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} L_{2}\right)$. Then there exists $a \in \Sigma$ and words $\alpha, \gamma_{1}, \gamma_{2}, \beta \in \Sigma^{*}$, such that $z=\alpha a \beta$, where $x=\alpha a \gamma_{1} \in L_{1}, y=\gamma_{2} a \beta \in L_{2}$, which implies that $z \in L_{1} \bowtie L_{2}$.

Corollary 3. Every full AFL is closed under word blending.
Proof. It follows from Proposition 2, and every full AFL is closed under left/right quotient with regular languages, catenation and finite union [28].

Proposition 8. The family of context-sensitive languages is not closed under the right inverse of blending.

Proof. Let $L_{0}$ be a recursively enumerable language over $\Sigma$, that is not contextsensitive, and the context-sensitive language $L_{1}$ over $\Sigma \cup\{a, b\}$ with $a, b \notin \Sigma$, that can be associated to $L_{0}$ such that $L_{1}$ consists of words of the form $a^{i} b P$ where $i \geqslant 0$ and $P \in L_{0}$ and, in addition, for every $P \in L_{0}$ there is an $i \geqslant 0$ such that $a^{i} b P \in L_{1}$.

The result now follows as $\left(L_{1} \bowtie^{r}\left\{a^{*} b\right\}\right) \cap \Sigma^{*} b \Sigma^{*}=\left\{\Sigma^{*} b P \mid b \notin \Sigma, P \in L_{0}\right\}$, which is not context-sensitive, and the family of context-sensitive languages is closed under intersection with regular languages.

Proposition 9. The left inverse of blending can be expressed using the right

Proof. If $w \in x \bowtie v$, there exist $\alpha, \beta, \gamma_{1}, \gamma_{2} \in \Sigma^{*}, b \in \Sigma$ such that $w=\alpha b \beta, x=$ $\alpha b \gamma_{1}, v=\gamma_{2} b \beta$ by Lemma 1. Then, since $x=\alpha b \gamma_{1}=\operatorname{mi}\left(\operatorname{mi}\left(\gamma_{1}\right) b \operatorname{mi}(\alpha)\right)$, we have

$$
\begin{aligned}
x & \in \operatorname{mi}\left(\Sigma^{*} b \operatorname{mi}(\alpha)\right) \\
& =\operatorname{mi}\left(\Sigma^{*} b\left((\operatorname{mi}(\beta) b)^{-1_{l}}(\operatorname{mi}(\beta) b \operatorname{mi}(\alpha))\right)\right) \\
& =\operatorname{mi}\left(\Sigma^{*} b\left(\left(\left(\operatorname{mi}(\beta) b \operatorname{mi}\left(\gamma_{2}\right)\right)\left(b \operatorname{mi}\left(\gamma_{2}\right)\right)^{-1} b\right)^{-1_{l}} \operatorname{mi}(w)\right)\right) \\
& =\operatorname{mi}\left(\Sigma^{*} b\left(\left(\left(\operatorname{mi}(v)\left(b \operatorname{mi}\left(\gamma_{2}\right)\right)^{-1}\right) b\right)^{-1_{l}} \operatorname{mi}(w)\right)\right) \\
& \subseteq \operatorname{mi}\left(\bigcup_{a \in \Sigma}\left(\Sigma^{*} a\left(\left(\left(\operatorname{mi}(v)\left(a \Sigma^{*}\right)^{-1}\right) a\right)^{-1_{l}} \operatorname{mi}(w)\right)\right)\right) \\
& =\operatorname{mi}\left(\operatorname{mi}(v) \bowtie^{r} \operatorname{mi}(w)\right) \\
& =w \bowtie^{l} v .
\end{aligned}
$$

Now consider $x \in w \bowtie^{l} v$. Then,

$$
\begin{aligned}
x \in w \bowtie^{l} v & =\operatorname{mi}\left(\operatorname{mi}(v) \bowtie^{r} \operatorname{mi}(w)\right) \\
& =\operatorname{mi}\left(\bigcup_{a \in \Sigma} \Sigma^{*} a\left(\left(\left(\operatorname{mi}(v)\left(a \Sigma^{*}\right)^{-1}\right) a\right)^{-1_{l}} \operatorname{mi}(w)\right)\right) .
\end{aligned}
$$

Thus, there exist $b \in \Sigma, \gamma_{1} \in \Sigma^{*}, \gamma_{3} \in\left(\operatorname{mi}(v)\left(b \Sigma^{*}\right)^{-1}\right) b$ such that

$$
x=\operatorname{mi}\left(\operatorname{mi}\left(\gamma_{1}\right) b\left(\gamma_{3}^{-1_{l}} \operatorname{mi}(w)\right)\right)=\left(w \operatorname{mi}\left(\gamma_{3}\right)^{-1}\right) b \gamma_{1} .
$$

Then we have

$$
\begin{aligned}
w & \in\left(w \operatorname{mi}\left(\gamma_{3}\right)^{-1}\right) b\left(\left(\Sigma^{*} b\right)^{-1} l v\right) \\
& \subseteq\left(w \operatorname{mi}\left(\gamma_{3}\right)^{-1}\right) b \gamma_{1}\left(b \Sigma^{*}\right)^{-1} b\left(\left(\Sigma^{*} b\right)^{-1_{l}} v\right) \\
& \subseteq \bigcup_{a \in \Sigma}\left(\left(\left(w \operatorname{mi}\left(\gamma_{3}\right)^{-1}\right) b \gamma_{1}\right)\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} v\right) \\
& =\bigcup_{a \in \Sigma}\left(x\left(a \Sigma^{*}\right)^{-1}\right) a\left(\left(\Sigma^{*} a\right)^{-1_{l}} v\right) \\
& =x \bowtie v .
\end{aligned}
$$

Lemma 13. Let $L \subseteq \Sigma^{+}$be a language. Then for each word $w \in L^{\bowtie *}$, there exists $n \in \mathbb{N}$ such that there are words $u_{i} \in \inf (L), 1 \leqslant i \leqslant n$ and $\alpha_{j} \in \Sigma^{*}, 1 \leqslant j \leqslant n$ and symbols $a_{k} \in \Sigma, 1 \leqslant k \leqslant n-1$ where

1. for $n>1$,
(a) $w=\alpha_{1} a_{1} \alpha_{2} a_{2} \cdots a_{n-1} \alpha_{n}$,
(b) $u_{i}=a_{i-1} \alpha_{i} a_{i} \in \inf (L)$ for all $2 \leqslant i \leqslant n-1$,
(c) $u_{1}=\alpha_{1} a_{1} \in \operatorname{pref}(L)$ and $u_{n}=a_{n-1} \alpha_{n} \in \operatorname{suff}(L)$,
2. $u_{1}=w \in L$ for $n=1$.

Proof. Let $w \in L^{\bowtie_{*}}$. Then $w \in L^{\bowtie_{j}}$ for some $j \geqslant 0$. We will prove the statement by induction on $j$. If $j=0$ then $w \in L$ and the statement holds taking $n=1$. Assume that the statement holds for words in $L^{\bowtie_{j}}$ for any $j \leqslant k$, and consider a word $w \in L^{\bowtie_{k+1}}=L \bowtie L^{\bowtie_{k}}$. This implies that $w \in x \bowtie y$ for some $x \in L$ and $y \in L^{\bowtie_{k}}$. By the induction hypothesis, either $y \in L$ or $y=\beta_{1} b_{1} \beta_{2} b_{2} \cdots b_{m-1} \beta_{m}$ for some $m \geqslant 2$ with $b_{i} \in \Sigma, 1 \leqslant i \leqslant m-1$ and $\beta_{j} \in \Sigma^{*}, 1 \leqslant j \leqslant m$ satisfying the conditions of the Lemma.

If $y \in L$, then $x \bowtie y$ consists of all words of the form $\alpha_{1} a_{1} \alpha_{2}$ where $x=\alpha_{1} a_{1} \gamma_{1}$ for $\alpha_{1}, \gamma_{1} \in \Sigma^{*}$ and $a_{1} \in \Sigma$ and $y=\gamma_{2} a_{1} \alpha_{2}$ for some $\gamma_{2}, \alpha_{2} \in \Sigma^{*}$. It is easy to see that $\alpha_{1} a_{1} \alpha_{2}$ satisfies the conditions of the Lemma.

Otherwise, if $y=\beta_{1} b_{1} \beta_{2} b_{2} \cdots b_{m-1} \beta_{m}$ for some $m \geqslant 2$, then the set $x \bowtie y$ consists of words of the form $\alpha_{1}^{\prime} a_{1}^{\prime} \beta_{\ell}^{\prime} b_{\ell} \cdots b_{m-1} \beta_{m}$ where $\alpha_{1}^{\prime} a_{1}^{\prime} \in \operatorname{pref}(x)$ and $1 \leqslant \ell \leqslant m$. Here, we observe that in order for the blend to occur, we have $a_{1}^{\prime} \beta_{\ell}^{\prime} \in \operatorname{suff}\left(b_{\ell-1} \beta_{\ell}\right)$. Then by definition, we have $\alpha_{1}^{\prime} a_{1}^{\prime} \in \operatorname{pref}(x) \subseteq \operatorname{pref}(L)$ and $a_{1}^{\prime} \beta_{\ell}^{\prime} b_{\ell} \in \inf (L)$ and the rest follows.

Proposition 14. Given an NFA A, there exists an NFA $A^{\prime}$ recognizing the language $L(A)^{\bowtie *}$ which is effectively constructible.

Proof. Given an NFA $A=(Q, \Sigma, \delta, s, F)$, we can construct an NFA $A^{\prime}=$ $\left(Q^{\prime}, \Sigma, \delta^{\prime}, s^{\prime}, F^{\prime}\right)$ that recognizes the language $L(A)^{\bowtie *}$. Informally, the machine operates by guessing when a blend occurs. Recall from Lemma 13, words of $L(A)^{\bowtie *}$ are of the form $\alpha_{1} a_{1} \alpha_{2} a_{2} \cdots a_{n-1} \alpha_{n}$. When a blend occurs on a symbol $a_{i}$, the machine then simulates the operation of $A$ on the blended suffix $\alpha_{i+1}$ and continues to guess when the next blend may occur. This process repeats until the machine reaches a final state of $A$ and accepts or it does not and the machine rejects.

Formally, we define $A^{\prime}$ by

$$
\begin{aligned}
& -Q^{\prime}=\{\langle p\rangle,\langle q, r\rangle \mid p, q, r \in Q\}, \\
& -s^{\prime}=\langle s\rangle, \\
& -F^{\prime}=\{\langle q\rangle \mid q \in F\},
\end{aligned}
$$

and the transition function is defined by
$-\delta^{\prime}(\langle q\rangle, a)=\left\{\left\langle q^{\prime}\right\rangle,\left\langle q^{\prime}, r^{\prime}\right\rangle \mid q^{\prime} \in \delta(q, a), r^{\prime} \in \bigcup_{p \in Q} \delta(p, a)\right\}$,
$-\delta^{\prime}(\langle q, r\rangle, a)=\left\{\left\langle r^{\prime}\right\rangle,\left\langle r^{\prime}, p^{\prime}\right\rangle \mid r^{\prime} \in \delta(r, a), p^{\prime} \in \bigcup_{p \in Q} \delta(p, a)\right\}$.
First, we show that $L\left(A^{\prime}\right) \subseteq L(A)^{\bowtie *}$. Consider a word $w \in L\left(A^{\prime}\right)$. There exists a sequence of states, or path, in $A^{\prime}$ on $w$ from $\langle s\rangle$ to $\left\langle q_{n}^{\prime}\right\rangle$ where $\left\langle q_{n}^{\prime}\right\rangle \in F^{\prime}$. Recall that states of $A^{\prime}$ are of the form $\langle q\rangle$ or $\langle q, r\rangle$. Of the states on the path defined by the computation of $w$, we consider those states of the form $\langle q, r\rangle$ and
label them $\left\langle q_{i}^{\prime}, q_{i+1}\right\rangle$ for $0 \leqslant i \leqslant n$. Each state $\left\langle q_{i}^{\prime}, q_{i+1}\right\rangle$ is entered upon reading a symbol which we will call $a_{i} \in \Sigma$.

Now for each $1 \leqslant i \leqslant n-1$, consider the path in $A^{\prime}$ between $\left\langle q_{i-1}^{\prime}, q_{i}\right\rangle$ and $\left\langle q_{i}^{\prime}, q_{i+1}\right\rangle$. Between these two states, each state on the path is of the form $\langle q\rangle$, as we have already labeled states that are of the form $\langle q, r\rangle$. This implies that there is a word $\alpha_{i+1} a_{i+1}$ which takes $A$ from $q_{i}$ to $q_{i}^{\prime}$. But this means that $a_{i} \alpha_{i+1} a_{i+1}$ is a subword of some word recognized by $A$. Then we can write $w=\alpha_{1} a_{1} \alpha_{2} a_{2} \cdots a_{n-1} \alpha_{n}$ where $\alpha_{1} a_{1} \in \operatorname{pref}(L(A))$ since it takes $A$ from $s$ to $s^{\prime}$ and $\alpha_{n} \in \operatorname{suff}(L(A))$ since it takes $A$ from a state $q_{n}$ to $q_{n}^{\prime} \in F$. Thus, we have $w \in L(A)^{\bowtie *}$.

Now, we show that $L(A)^{\bowtie *} \subseteq L\left(A^{\prime}\right)$. Consider a word $w \in L(A)^{\bowtie *}$. We can write $w=\alpha_{1} a_{1} \alpha_{2} a_{2} \cdots a_{n-1} \alpha_{n}$. Since each $a_{i} \alpha_{i+1} a_{i+1}$ is a subword of a word recognized by $A$, there must exist a path between two states of $A$, say $q_{i}$ and $q_{i}^{\prime}$, on each word $\alpha_{i+1} a_{i+1}$. Then a path can be traced in $A^{\prime}$ from the initial state $\langle s\rangle$ by

$$
\langle s\rangle \xrightarrow{\alpha_{1} a_{1}}\left\langle q_{0}^{\prime}, q_{1}\right\rangle \xrightarrow{\alpha_{2} a_{2}}\left\langle q_{1}^{\prime}, q_{2}\right\rangle \xrightarrow{\alpha_{3} a_{3}} \cdots \xrightarrow{\alpha_{n-1} a_{n-1}}\left\langle q_{n-1}^{\prime}, q_{n}\right\rangle \xrightarrow{\alpha_{n}}\left\langle q_{n}^{\prime}\right\rangle .
$$

Recall that by Lemma $13, \alpha_{1} a_{1} \in \operatorname{pref}(L(A))$ and therefore there is a path from $s$ to a state $q_{0}^{\prime}$ in $A$. Note also that since $a_{n-1} \alpha_{n} \in \operatorname{suff}(L(A))$, the state $q_{n}^{\prime}$ which is reached on a path on $\alpha_{n}$ must be an accepting state of $A$ and therefore $\left\langle q_{n}^{\prime}\right\rangle \in F^{\prime}$ and $w \in L\left(A^{\prime}\right)$.

Proposition 15. Let $L$ be a regular language. It is decidable whether or not $L$ is closed under $\bowtie_{*}$.

Proof. Let $A$ be an NFA that recognizes $L$. Then by the construction given in Proposition 14, we can construct an NFA $A^{\prime}$ that recognizes $L^{\bowtie_{*}}$. Testing equivalence of two NFAs is known to be decidable [28] and therefore, testing whether $L=L^{\bowtie *}$ is decidable.

Theorem 16. It is decidable whether or not a regular language has a base over $\bowtie_{*}$.

Proof. Let $L \subseteq \Sigma^{*}$ be a regular language given as a finite automaton. Let $R=\left\{\left.w \in \Sigma^{*}| | w\right|_{a} \leqslant 2\right.$ for all $\left.a \in \Sigma\right\}$ be the set of words in which each symbol of $\Sigma$ appears at most twice. We claim that if $L$ is closed under $\bowtie_{*}$, it must be generated by a base $B \subseteq L \cap R$.

Suppose otherwise and that $L$ is generated by a base $B^{\prime}$ which is not a subset of $L \cap R$. Then $B^{\prime}$ contains a word of the form $w=x_{1} a x_{2} a x_{3} a x_{4}$, where $x_{1}, x_{2}, x_{3}, x_{4} \in \Sigma^{*}$ and $a \in \Sigma$. Let $w_{1}=x_{1} a x_{2} a x_{4}$ and $w_{2}=x_{1} a x_{3} a x_{4}$ and note that $w_{1}, w_{2} \in w \bowtie w$ and therefore $w_{1}, w_{2} \in L$. Furthermore, we have $w \in w_{1} \bowtie w_{2}$ and we can define an equivalent base $B^{\prime \prime}=\left(B^{\prime} \backslash\{w\}\right) \cup\left\{w_{1}, w_{2}\right\}$.

Now, we show that we only need to repeat this procedure a finite number of times. One only needs to consider words of length at most $n$, where $n$ is the pumping length of $L$. Indeed, consider a word $u$ of length greater than $n$. Since $L$ is regular, we can write $u=x y^{2} z$ where $x, y, z \in \Sigma^{*}$ and $x y z \in L$ is of length
at most $n$. But then we have $x y z \in u \bowtie u$. Thus, it suffices to consider only those words in $L$ of length up to $n$.

We can test whether the base $B$ obtained via this process generates $L$. Using the construction of Proposition 14, we can construct an NFA $C$ that recognizes $B^{\bowtie *}$ and test whether $L(C)=L(A)$. This is decidable since NFA equivalence is known to be decidable [28].

Proposition 19. The existence of a solution $X$ to the equation $X \bowtie L=R$ is decidable for regular languages $L$ and $R$.

Proof. Similar to the preceding proof, and using the closure of the family of regular languages under the left-inverse of word blending.

Proposition 21. The existence of a singleton solution $\{w\}$ to the equation $\{w\} \bowtie L=R$ is decidable for regular languages $L$ and $R$.

Proof. Similar to the preceding proof, and using the fact that the minimal length of a singleton solution to the equation is equal to or smaller than the number of states of any deterministic finite automaton that recognizes $R$.

Proposition 25. The NFA $B^{\prime}$ recognizes the language $L_{m} \bowtie L_{n}$.
Proof. First, we show that $L_{m} \bowtie L_{n} \subseteq L\left(B^{\prime}\right)$. Let $w \in L_{m} \bowtie L_{n}$ and write $w=\alpha a \beta$ for a symbol $a \in \Sigma$ and words $\alpha, \beta \in \Sigma^{*}$ such that for some words $\gamma_{1}, \gamma_{2} \in \Sigma^{*}$, we have $\alpha a \gamma_{1} \in L_{m}$ and $\gamma_{2} a \beta \in L_{n}$. Since $\alpha a$ is a prefix of a word in $L_{m}$, let $p=\delta_{m}\left(s_{m}, \alpha a\right) \in \delta^{\prime}\left(s^{\prime}, \alpha a\right)$. However, since $a \beta$ is a suffix of a word of $L_{n}$, there exists a state $q \in Q_{n}$ such that $\delta_{n}(q, a)=r$ and by the definition of $\delta^{\prime}$, we have $r \in \delta^{\prime}\left(s^{\prime}, \alpha a\right)$. From here, we observe that we must have $\delta_{n}(r, \beta) \in F_{n}$ and therefore $\delta^{\prime}(r, \beta) \in F^{\prime}$ and $w$ is accepted by $B^{\prime}$.

Next, we show that $L\left(B^{\prime}\right) \subseteq L_{m} \bowtie L_{n}$ and consider a word $w \in L\left(B^{\prime}\right)$. By definition, must exist a path on $w$ from $s^{\prime}=s_{m}$ to a state in $F_{n}$ and we can divide the path into two parts. The first part consists of transitions among states of $A_{m}$ and the latter part consists of transitions among states of $Q_{n}$. Observe that the only way for a transition from a state $p \in Q_{m}$ to a state $q \in Q_{n}$ to be defined is if for some symbol $a \in \Sigma, \delta_{m}(p, a)$ is not a transition to a sink state and that $\delta_{n}(r, a)=q$ for some $r \in Q_{n}$. Thus, we can write $w=x a y$ for words $x, y \in \Sigma^{*}$, where $a \in \Sigma$ is the symbol on which the path transitions from states of $A_{m}$ to states of $A_{n}$. Then this implies that $x a$ is a prefix of some word in $L_{m}$ and $a y$ is a suffix of some word in $L_{n}$. Therefore, $w \in L_{m} \bowtie L_{n}$ by definition and thus, we have shown that $B^{\prime}$ recognizes $L_{m} \bowtie L_{n}$.

Proposition 26. The $D F A A^{\prime}$ recognizes the language $L_{m} \bowtie L_{n}$.
Proof. First, to show that $L_{m} \bowtie L_{n} \subseteq L\left(A^{\prime}\right)$, consider a word $w \in L_{m} \bowtie L_{n}$. Then $w=\alpha a \beta$ for some symbol $a \in \Sigma$ and words $\alpha, \beta \in \Sigma^{*}$ where for some $\gamma_{1}, \gamma_{2} \in \Sigma^{*}$, we have $\alpha a \gamma_{1} \in L_{m}$ and $\gamma_{2} a \beta \in L_{n}$. Observe that since $\alpha a$ is a prefix of a word in $L_{m}$, the state $\delta_{m}\left(s_{m}, \alpha a\right)$ is not the sink state. Similarly, since $a \beta$
is the suffix of a word in $L_{n}$, there exists at least one state in $Q_{n}$ that has an incoming transition on the symbol $a$.

If $\beta=\lambda$, then $a \in \operatorname{suff}\left(L_{n}\right)$ and $\delta^{\prime}\left(s^{\prime}, \alpha a\right) \in F^{\prime}$ and therefore, $w \in L\left(A^{\prime}\right)$. So suppose $\beta=\sigma \beta^{\prime}$ for some symbol $\sigma \in \Sigma$ and $\beta^{\prime} \in \Sigma^{*}$. We assume that $\delta_{m}\left(s_{m}, \alpha a \sigma\right)$ is the sink state, since otherwise, we can write $w=\alpha^{\prime} \sigma \beta^{\prime}$ where $\alpha^{\prime}=$ $\alpha a$ and repeat the same process. Then reading $\sigma$ takes us from $\left(\delta_{m}\left(s_{m}, \alpha a\right), P\right)$ to the state $\left(q_{\varnothing}, P^{\prime}\right)$, where $q_{\varnothing}$ denotes the sink state of $A_{m}$ and $P^{\prime}=\bigcup_{p \in P} \delta_{n}(p, a)$. Since $\beta$ is the suffix of a word in $L_{n}$, there exists a state $p \in P$ such that $\delta_{n}(p, \beta) \in F_{n}$. Thus, reading the rest of $\beta$ takes us to a state $\left(q_{\varnothing}, P^{\prime \prime}\right)$ with $P^{\prime \prime} \cap F_{n} \neq \varnothing$ and therefore, $w$ is recognized by $A^{\prime}$.

To show that $L\left(A^{\prime}\right) \subseteq L_{m} \bowtie L_{n}$, we consider a word $w$ recognized by $A^{\prime}$. That is, upon reading $w$, the machine $A^{\prime}$ reaches a final state ( $q^{\prime}, P^{\prime}$ ) with $P^{\prime} \cap F_{n} \neq \varnothing$. First, suppose that $q^{\prime}$ is not the sink state of $A_{m}$. We can write $w=w^{\prime} a$ for a symbol $a \in \Sigma$ and a word $w^{\prime} \in \Sigma^{*}$. Since $q^{\prime}$ is not the sink state of $A_{m}$, the word $w$ is a prefix of some word in $L_{m}$ and we have $w^{\prime} a \gamma_{1} \in L_{m}$ for some $\gamma_{1} \in \Sigma^{*}$. By the definition of the transition function, $a$ is a suffix of a word in $L_{n}$ and we have $\gamma_{2} a \in L_{n}$ for some $\gamma_{2} \in \Sigma^{*}$. Thus, $w \in w^{\prime} a \gamma_{1} \bowtie \gamma_{2} a$ and therefore $w \in L_{m} \bowtie L_{n}$.

Now, suppose that $q^{\prime}$ is the sink state of $A_{m}$. Let $w=\alpha a b \beta$ such that $\alpha a b$ is the shortest prefix of $w$ that enters the sink state $q^{\prime}$ of $A_{m}$. Then $\alpha a$ is a prefix of a word in $L_{m}$ so we have $\alpha a \gamma_{1} \in L_{m}$ for some $\gamma_{1} \in \Sigma^{*}$. Reading $\alpha a$ takes us to the state $\delta^{\prime}\left(s^{\prime}, \alpha a\right)=(q, P)$ such that $q$ is some state of $A_{m}$ which is not the sink state and $P=\bigcup_{p \in Q_{n}} \delta_{n}(p, a)$.

We claim that $a b \beta$ is a suffix of a word in $L_{n}$. To see this, we observe that since reading $b$ from $(q, P)$ takes $A^{\prime}$ to the state ( $q^{\prime}, P^{\prime \prime}$ ), where $q^{\prime}$ is the sink state of $A_{m}$, any transitions from $P^{\prime \prime}$ no longer depend solely on the input symbol. Therefore, there must exist a path in $A_{n}$ from a state $r \in P$ to a final state of $A_{n}$ on the word $a b \beta$. We can write $\beta^{\prime}=b \beta$ and thus there exists a word $\gamma_{2}$ such that $\gamma_{2} a \beta^{\prime} \in L_{n}$. Therefore, $w \in \alpha a \gamma_{1} \bowtie \gamma_{2} a \beta^{\prime}$ and $w \in L_{m} \bowtie L_{n}$ as desired.

Thus, we have shown that $L\left(A^{\prime}\right)=L_{m} \bowtie L_{n}$.
Theorem 27. Let $L_{m}$ and $L_{n}$ be regular languages defined over a unary alphabet such that $L_{m}$ is recognized by an m-state DFA and $L_{n}$ is recognized by an $n$-state $D F A$. Then the state complexity of $L_{m} \bowtie L_{n}$ is either $m+n-1$ if both $L_{m}$ and $L_{n}$ are finite, or 1 otherwise. Furthermore, this bound is reachable.

Proof. Recall that by Proposition 2, $L_{m} \bowtie L_{n}=\left(L_{m}\left(a^{+}\right)^{-1}\right) a\left(\left(a^{+}\right)^{-1}{ }_{l} L_{n}\right)$. If either $L_{m}$ or $L_{n}$ are infinitely large, then we have $L_{m} \bowtie L_{n}=a^{*}$, in which case the state complexity of $L_{m} \bowtie L_{n}$ is 1 . If both $L_{m}$ and $L_{n}$ are finite, then it is easy to see that the state complexity of $L_{m} \bowtie L_{n}$ is $m+n-1$.

Lemma 28. The DFA $A^{\prime}$ requires at most $(m-1) \cdot(k-1)+2^{n}+1$ states, where $k=|\Sigma| \leqslant 2^{n}$.

Proof. First, observe that in order to maximize the number of reachable states of $A^{\prime}$, the DFA $A_{m}$ must contain a state that cannot reach an accepting state. Otherwise, if every state of $A_{m}$ can reach an accepting state, then by definition
of $A^{\prime}$, we have $L\left(A_{m}\right) \bowtie L\left(A_{n}\right) \subseteq \operatorname{pref}\left(L\left(A_{m}\right)\right)$. One can construct a DFA for $\operatorname{pref}\left(L\left(A_{m}\right)\right)$ by modifying $A_{m}$ so that every state of $A_{m}$ is a final state. In this case, $A^{\prime}$ would then require at most $m$ states. Thus, we assume that $A_{m}$ contains a sink state $q_{\varnothing}$ which cannot reach an accepting state.

Consider the transition function $\delta^{\prime}$ on a state $(q, P)$, where $q \neq q \varnothing$. Then for each symbol $a \in \Sigma$, there is only one possible reachable set of states $P$ in $A_{n}$. This gives us up to $(m-1) \cdot k$ reachable states. However, we claim that in order for two states $(q, P)$ and $\left(q, P^{\prime}\right)$ with $P \neq P^{\prime}$ to be distinguishable, $q$ must contain a transition to $q_{\varnothing}$. Otherwise, for every symbol $a \in \Sigma$, we have $\delta^{\prime}((q, P), a)=\delta^{\prime}\left(\left(q, P^{\prime}\right), a\right)$ by definition. Thus, since every state must contain at least one transition to $q_{\varnothing}$ and $A_{m}$ is deterministic, $A^{\prime}$ has only at most $(m-1) \cdot(k-1)$ reachable states of this form.

Next, consider that there are up to $2^{n}$ reachable states $\left(q_{\varnothing}, P\right)$ as derived from the subset construction.

Finally, we note that the initial state $s^{\prime}=\left(s_{m}, \varnothing\right)$ does not belong to any of the above sets. Adding all of these states together, we have at most $(m-1) \cdot(k-1)+2^{n}+1$ reachable states.

Lemma 29. Let $k \geqslant 3$ and $m, n \geqslant 2$. There exist families of DFAs $A_{m}$ with $m$ states and $B_{n}$ with $n$ states defined over an alphabet with $k$ letters such that $a$ DFA recognizing $A_{m} \bowtie B_{n}$ requires at least $(m-1) \cdot(k-1)+2^{n}+1$ states.

Proof. Let $\Sigma=\left\{a_{1}, \ldots, a_{k-2}, b, c\right\}$. We will define the DFAs $A_{m}$ and $B_{n}$ over $\Sigma$. Let $A_{m}=\left(P_{m}, \Sigma, \delta_{m}, s_{m}, F_{m}\right)$ where $Q_{m}=\{0, \ldots, m-1\}, s_{m}=0$, and $F_{m}=\{m-2\}$. We define the transition function $\delta_{m}$ by

- $\delta_{m}\left(p, a_{i}\right)=p$ for all $0 \leqslant p \leqslant m-2$ and $1 \leqslant i \leqslant k-2$,
$-\delta_{m}(p, b)=p+1$ for $0 \leqslant p \leqslant m-2$,
$-\delta_{m}(m-1, \sigma)=m-1$ for all $\sigma \in \Sigma$.
The DFA $A_{m}$ is shown in Figure 3.
Let $B_{n}=\left(Q_{n}, \Sigma, \eta_{n}, s_{n}, F_{n}\right)$ where $Q_{n}=\{0, \ldots, n-1\}, s_{n}=0$, and $F_{n}=$ $\{n-1\}$. We will define the transition function $\eta_{n}$ by
$-\eta_{n}(q, b)=q+1 \bmod n$ for $0 \leqslant q \leqslant n-1$,
$-\eta_{n}(q, c)=q$ for $0 \leqslant q \leqslant n-1$.
For transitions on symbols $a_{i}$ with $1 \leqslant i \leqslant k-2$, we define an enumeration of the subsets of $Q_{n}$ and let $Q_{n}[i]$ be the $i$ th subset of $Q_{n}$. Any arbitrary enumeration of subsets of $Q_{n}$ suffices for this proof subject to the condition that

1. for $0 \leqslant i \leqslant k-2$, each $i$ corresponds to a particular subset of $Q_{n}$ and
2. we reserve $Q_{n}[0]=Q_{n}$ and $Q_{n}[1]=\{0,1, \ldots, n-2\}$.

That is, $Q_{n}[i] \neq Q_{n}[j]$ iff $i \neq j$ for $0 \leqslant i, j \leqslant k-2$. Also note that while we have defined $Q_{n}[0]$, there is no symbol $a_{0}$. We will show later that, by our definitions, the role of $a_{0}$ will be played by $b$. If $k>2^{n}$, then this property cannot hold but it is clear that we can enumerate all $2^{n}$ subsets of $Q_{n}$.

Then we define transitions on $a_{i} \in \Sigma$ by

$$
\eta\left(q, a_{i}\right)= \begin{cases}q & \text { if } q \in Q_{n}[i] \\ q+\min _{(q+j \bmod n) \in Q_{n}[i]} j \bmod n & \text { if } q \notin Q_{n}[i]\end{cases}
$$

In other words, for each state $q \in Q_{n}$, the transition on the symbol $a_{i}$ goes to the "next" state that is in $Q_{n}[i]$. If $q \in Q_{n}[i]$, then that $q$ itself is the "next" state.


Fig. 3. The DFA $A_{m}$.

We will show that $A^{\prime}$ contains $(m-1) \cdot(k-1)+2^{n}+1$ reachable and distinguishable states.

First, to show that the states are reachable, we note that $s^{\prime}=\left(s_{m}, \varnothing\right)$ is clearly reachable as the initial state. Then, we observe that for $1 \leqslant i \leqslant k-2$, the state $\left(q, Q_{n}[i]\right)$ with $q \in Q_{m} \backslash\{m-1\}$ is reachable on the word $b^{q} a_{i}$ and ( $q, Q_{n}[0]$ ) is reachable on the word $b^{q}$. Since the only symbol not used here is $c$, this gives us $(m-1) \cdot(k-1)$ states.

Now we consider states of the form $(m-1, P)$ where $P \subseteq Q_{n}$. Observe that $\left(m-1, Q_{n}\right)$ can be reached on the word $b^{m-1}$. Then, we note that for an arbitrary set $T \subseteq Q_{n}$ and element $t \in T$, we can reach the state ( $m-1, T \backslash\{t\}$ ) from the state $(m-1, T)$ on the word $b^{n-t} a_{1} b^{t}$. By repeating this process, we can reach any state $(q, P)$ for any arbitrary subset $P \subseteq Q_{n}$. Thus, we have an additional $2^{n}$ reachable states of the form $(m-1, P)$, giving us a total of $(m-1) \cdot(k-1)+2^{n}+1$ reachable states.

Next, we will show that these states are pairwise distinguishable. Consider two states $(q, P)$ and $\left(q^{\prime}, P^{\prime}\right)$. First, we fix $P=P^{\prime}$ and assume without loss of generality that $q<q^{\prime}$. Then the two states are distinguished by the word $b^{m-1-q} a_{1}^{n}$.

Now, we consider when $P \neq P^{\prime}$. In this case, reading $c$ takes the state $(q, P)$ to $(m-1, P)$ and $\left(q^{\prime}, P^{\prime}\right)$ to $\left(m-1, P^{\prime}\right)$. Then without loss of generality, there exists an element $t \in P$ and $t \notin P^{\prime}$. Then these states are distinguished by the word $b^{n-t}$.

Thus, we have shown that all $(m-1) \cdot(k-1)+2^{n}+1$ states are reachable and pairwise distinguishable.

