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Fig. 6. Scatter plots of spectrum extraction rates of GSM1800DL at NED with 0.1 primary-user disruption limit. (a) NKA leads to roughly 10% extraction rate.
(b) SKA becomes more effective when the spectrum availability increases, although there is significant variance at higher availability values. (c) However, the
spectrum availability is no longer an accurate indicator of the spectrum extracted due to the large variance at high availability values.

Fig. 7. Cumulative distributions of secondary user’s blocking and service
times, measured at NED location, using a 2-h segment of the channels used in
Fig. 3(b), using SKA and 0.1 primary-user disruption limit.

time defines the amount of time a secondary user must wait be-
fore accessing the channel.
Fig. 7 shows the cumulative distribution of both metrics using

the same set of channels in Fig. 3(b) and the SKA scheme. Com-
paring this result to that of Fig. 3(b) (the raw idle and busy du-
ration of the channel), we see that the service time is one order
of magnitude smaller than the primary-user idle time, while the
blocking time is one order of magnitude larger than the pri-
mary-user busy time. While disappointing, this result is some-
what expected, given that the extraction rate of SKA is 30%.
The absolute values are not promising. Secondary users ex-

perience prolonged blocking (2–200 s) and short service time
(2–10 s). This means that secondary users have a very limited
window for transmissions and face frequent interruptions. This
type of access is unable to serve many of today’s applications.

V. FREQUENCY BUNDLING

The results in Section IV demonstrate that despite the abun-
dant availability of partially used spectrum, the amount of spec-
trum actually accessible is much smaller than expected. More
importantly, the extracted spectrum is heavily fragmented and
scattered across time. Thus, the equivalent channels available to
secondary devices are highly unreliable.
In this section, we examine the feasibility of building reli-

able transmission channels by combining together multiple un-
reliable frequencies, utilizing frequency diversity to compensate

for the lack of reliability on individual channels. We refer to this
method as frequency bundling.
Frequency bundling is both feasible in practice and attractive

to primary and secondary users. Recent advances in radio hard-
ware design make frequency bundling practical for secondary
users. New frequency-agile radios can combine noncontiguous
frequency channels to form a single transmission [22]. This
bundling can be performed either before allocation by a primary
user or spectrum regulator, or after allocation by the secondary
users themselves. In the second case, care must be taken to avoid
bundling contention between secondary users.
Challenges: Frequency bundling faces two key challenges.

First, how should secondary users choose and group channels?
To reduce blocking time, one should group channels that com-
plement each other in time, i.e., negatively correlated in their
spectrum usage patterns. This motivates us to examine the corre-
lation across channels using our measurement dataset. Second,
given a bundle of frequency channels, how should we design
multichannel secondary access mechanisms that effectively uti-
lize these channels? We address these questions in Section V-A
and V-B, respectively, and examine the bundling performance
in Section V-C.

A. Correlation Among Frequency Channels

In searching for bundling strategies, we start by examining
the correlation among frequency channels in terms of their pri-
mary-user spectrum usage patterns. For this task, we again use
the RWTH dataset because of its extensive coverage of fre-
quency channels. We divide each channel trace into multiple
1-h segments and compute pairwise correlation among the chan-
nels by individual segments. We do not use our segmentation
mechanism from Sections III and IV here because it produces
variable-length segments among channels that cannot be used
to calculate time-domain correlation. We study correlation be-
tween channels within the same service as well as across adja-
cent services, considering that frequency-agile radios are likely
to combine channels in close proximity.
We use two metrics to quantify correlation: Pearson’s corre-

lation coefficient [23] and mutual information [24]. Pearson’s
coefficient ranges from 1 to 1, where 1 indicates strong neg-
ative correlation, 1 indicates strong positive correlation, and 0
indicates independency when and are jointly normal [23].
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Fig. 8. (a), (b) Pairwise correlation of GSM1800DL channels at NED across different hours of the day. Both (a) correlation coefficient and (b) mutual information
are close to 0. (c) Correlation coefficient as a function of frequency separation. Adjacent channels are highly correlated due to imperfect alignment between
measurement and service channels.

Fig. 9. Percentage of pairs with correlation coefficient between and mutual information between at NED. A high percentage of channel pairs
have very low correlation both within a service and across services.

While capturing both positive and negative correlation, this
metric can only detect linear dependency. Mutual information
ranges from 0 to 1, where it is 0 if and only if and are
independent. Unlike correlation coefficient, this metric detects
general dependency.
Results: Our analysis on the RWTH dataset shows that

channels display little dependency unless they are adjacent in
frequency. As an illustrative example, Fig. 8(a) and (b) plots
both correlation metrics over a day using all the GSM1800DL
channels at NED. We segment the 24-h duration into 24 1-h
segments, and for each hour calculate the pairwise correlation
among all the channel pairs. We show our results by the median,
5%, and 95% values of the channel pairs. We see that all these
values are close to 0, indicating minimum correlation between
channels.
Fig. 8(c) shows a detailed trace of the correlation coefficient

as a function of frequency separation. Again it shows that un-
less the two channels are adjacent to each other, there is no sign
of strong correlation. The strong correlation among close pairs
(those separated by less than 400 KHz) can be explained by two
reasons. First, while the RWTH measurement channels are of
the same width as the GSM1800 service channels (200 kHz),
they are, however, not perfectly aligned with the GSM1800 ser-
vice channels. Thus, adjacent measurement channels may map
to the same service channel and hence appear heavily corre-
lated. Second, adjacent channels can produce cross-band in-
terference to each other, which makes them inherently corre-
lated. The same was found from our UCSB GSM measurement
results.
We have examined other services over different time periods,

and the results show very similar trends. To illustrate the general

trend across all the services, in Fig. 9 we show the portion of
channel pairs with correlation coefficient between [ 0.1, 0.1]
and mutual information between [0, 0.1]. In addition to con-
sidering channel pairs within each service, we also include the
result of channel pairs across adjacent services. We see that the
majority of channel pairs, either within the same or adjacent ser-
vices, display very little correlation. The correlation result is ser-
vice-dependent because each service has different transmission
properties and service channel width.
Summary of Findings: Our analysis on pairwise channel cor-

relation leads to two key findings.
• Most of the channel pairs, either within a service or be-
tween adjacent services, display little correlation.

• Frequency channel pairs that are adjacent in frequency dis-
play relatively high correlation.

These results imply that opportunistic spectrum access across a
frequency range will produce multiple channels with little cor-
relation in their available spectrum patterns.

B. Bundling Frequency Channels

The availability independency across channels means that we
can significantly improve overall reliability by simply bundling
random channel pairs together. In the following, we first de-
scribe three candidate methods to access channels in a bundle,
and then present our method for forming channel bundles.
Using Frequency Bundles: We propose three usage models,

each mapping to a specific radio configuration and application
type.
• Channel Switching (for simplified hardware): We consider
secondary users withWi-Fi-like radios that can only access
a single channel, but can switch between channels on the
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Fig. 10. Performance of 2-channel frequency bundling from all the 15 services at the NED location. Redundancy experiences the lowest blocking time, and
Multiplexing enjoys the highest extracted spectrum. Yet for 70+% of bundles, Redundancy has similar extracted spectrum asMultiplexing. This is because of (c) the
nonlinearity between the improvement in available spectrum and those in effective spectrum availability. (a) Blocking time. (b) Extracted spectrum. (c) Extracted
spectrum versus availability.

fly. In this model, each user switches to another channel
in the bundle when the current channel becomes busy or
too risky to access. One artifact of this model is that be-
cause secondary users cannot monitor each channel contin-
uously, they cannot use SKA, which requires the channel
usage history. Instead, they can only use NKA and extract
less spectrum.

• Channel Redundancy (for maximum reliability): In this
model, secondary users can sense and communicate on
multiple channels simultaneously. To maximize transmis-
sion reliability and minimize blocking time, this model
sends the same data stream on all the idle channels in
the bundle. When a channel becomes blocked, it skips the
data stream. Because secondary users can sense and mon-
itor each channel, they use SKA to access each channel
independently. This model focuses on maximizing relia-
bility—unless all the channels are inaccessible, secondary
users can communicate continuously.

• Channel Multiplexing (for maximum bandwidth): This
model also accesses multiple channels simultaneously
using individual SKA, but multiplexes the data stream
across current idle channels without any redundancy.
Different from the Redundancy model, the effective trans-
mission bandwidth varies over time.

Forming Frequency Bundles: We choose a random bundling
method. It takes as input, , the bundle size, and randomly
selects channels from the channel pool to form a bundle.
We choose this method because of two reasons. First, the best
strategy to minimize blocking time for all three models is to
combine channels that complement each other, i.e., negatively
correlated. Yet, because the majority of channel pairs show
no sign of correlation, random bundling wins due to its sim-
plicity. Second, we use random bundling to understand the
performance trend of opportunistic access with different bundle
sizes and to evaluate practical situations where secondary users
have a small pool of channels for bundling. We only consider
partially used channels for bundling since adding idle channels
simply increases the bundle capacity by a fixed amount.

C. Bundling Performance

Using the RWTH data set, we evaluate the effectiveness
of frequency bundling by combining channels from the same

services. We divide a 1-day trace into 1-h segments, randomly
bundle channels together, and simulate the three usage models
on each segment. As usual, we only consider channels with
daily average availability within [0.05, 0.95] and assume a
primary-user disruption limit of .
We evaluate frequency bundling by the resulting channel’s

blocking time and bundling efficiency. In this case, the blocking
time of a frequency bundle is the duration where all the channels
are busy or too risky to access. Bundling efficiency is defined
as the ratio of extracted spectrum when the channels are bun-
dled together to when the channels are accessed independently.
Note that bundling efficiency for Multiplexing is 1. Finally, we
primarily included the results of SKA scheme in this section
because the performance trends from using NKA scheme were
similar to that of SKA.
2-Channel Bundling: Fig. 10(a)–(b) plots the cumulative

distribution of the secondary user’s blocking time and ex-
tracted spectrum using 2-channel bundles. We compare the
performance of Single-channel, Switching, Redundancy, and
Multiplexing. The performance of Single-channel is the mean
of the two channels bundled together. Fig. 10(a) shows that
Redundancy has the least blocking time by utilizing every avail-
able channel to avoid blockage. On the other hand, Switching
experiences 16 s blocking time. This is because Switching
uses NKA due to lack of continuous channel monitoring. With
a 0.1 primary-user disruption limit, on average its users will be
blocked by 90% of time, or a blocking time of s.
On the other hand, if we extend Switching to monitor each
channel continuously, its performance will approach that of
Redundancy for the 2-channel case.
Fig. 10(b) examines the actual spectrum extracted from these

bundles. As expected, Multiplexing extracts the largest amount
of spectrum by avoiding redundancy across channels. Yet sur-
prisingly, Redundancy performs similarly to Multiplexing for
70% of the bundles. This is due to the nonlinear mapping be-
tween spectrum available and spectrum extracted [Section IV,
Fig. 6(c)]. While Multiplexing improves the effective spectrum
availability, its improvement in the spectrum extracted is lim-
ited. We confirm this hypothesis in Fig. 10(c), plotting the im-
provement in extracted spectrum as a function of the improve-
ment in the effective spectrum availability. Even after adding
0.8 (or a raw 160 kHz) to the effective availability, the actual
extraction improvement is only 20–30 kHz.
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Fig. 11. Impact of bundle size on (a) average blocking time and (b) service time, using random bundling and the Redundancy model, for six services over a period
of 1 day. The improvement in both blocking time and service time scales exponentially with the bundle size .

Fig. 12. Impact of bundle size on average bundling efficiency of (a) Channel Switching and (b) Redundancy models. For both models, bundling efficiency de-
creases with bundle size because of the increase in the overlap of idle slots among the channels. Channel switching has relatively lower bundling efficiency because
it uses a random exponential access scheme.

Impact of Bundle Size: Next, we investigate how the perfor-
mance of frequency bundling scales with the size of the bundle.
Using the same pool of channels, we vary the bundle size
between 2 and 10 and measure the resulting secondary user
blocking time, service time, extracted spectrum, and bundling
efficiency.
Results for the Redundancy model in Fig. 11 show that

bundling can effectively reduce blocking time and increase
service time. In fact, a linear increase in the bundling size
leads to one order of magnitude reduction in blocking time and
improvement in service time. As increases beyond 5, the
performance quickly converges because additional channels do
not offer any new availability. These results clearly demonstrate
the effectiveness of frequency bundling.
The absolute values of average blocking and service times

look very promising. For the six services shown in this re-
sult, bundling channels randomly creates a pseudo
single channel that enjoys on average a prolonged service time
of 120–1300 s and occasionally 2–4-s interruptions. These
numbers are almost two orders of magnitude better than the
single-channel performance.
Fig. 12 plots the bundling efficiency for various bundle sizes

for Channel Switching and Redundancy models. For both usage
models, bundling efficiency decreases with increase in bundle
size. This is because as more channels are added to the bundle,
the overlap of idle slots increases. However, overlapping idle
slots does not contribute to extracted spectrum in Channel
Switching and Redundancy models. Channel Switching has
very low bundling efficiency [Fig. 12(a)] because it has to
resort to NKA scheme when accessing any given channel,
whereas SKA scheme can be used when accessing channels
independently. Redundancy model has a high average bundling
efficiency of 0.7 [Fig. 12(b)], even with five channels in the

bundle. This shows that our simple random bundling strategy
works well in practice.

D. Summary of Findings

Our analysis in this section leads to two key findings.
• In terms of their spectrum availability patterns, the ma-
jority of frequency channel pairs in our dataset (200 kHz
in size) display little correlation, unless they are adjacent
in frequency.

• Frequency bundling can effectively build reliable and
high-performance frequency channels from multiple
unreliable channels. Even with random bundling, the
improvement in the secondary user’s service and blocking
time scales exponentially with the bundle size.

VI. RELATED WORK

We classify the related work into spectrum measurement
studies and opportunistic spectrum access.
Spectrum Measurements: Several measurement campaigns

have studied spectrum occupancy across the globe [3]–[8].
All of them have discovered significant opportunities for op-
portunistic spectrum access. An extensive measurement on
30-MHz–3-GHz frequency bands at six US locations [3] iden-
tified a maximum 13% spectrum occupancy. Measurements
on the 2006 Football World Cup at two Germany locations
show significant variations in spectrum usage before, during,
and after the match. Significant variance was also found on
cellular network’s spectrum usage, using call logs over three
weeks [8]. A recent measurement study at four Chinese loca-
tions detects strong dependency across frequency channels and
applies a pattern-matching algorithm to predict channel state
from past observations [5]. Finally, the Mobnets group from
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RWTH performed extensive measurements at three European
locations [7].
Our work differs from existing works by examining the actual

spectrum accessible to secondary users without violating the
primary-user disruption limit. Even with accurate knowledge
of primary-user access statistics, we show that the accessible
spectrum is significantly less than the available spectrum. We
then propose and evaluate frequency bundling that builds high-
quality transmissions out ofmany scattered spectrum fragments.
Different from [5], our analysis shows that channels are mostly
independent in their spectrum occupancy patterns. These differ-
ences might be attributed to two factors: 1) differences in usage
at different measurement sites; and 2) inclusion of completely
busy and idle channels in [5] during correlation calculation.
Opportunistic Spectrum Access: Research efforts in this

area have developed both analytical access strategies and
models [9], [25]–[27] as well as practical algorithms and
systems [28]–[30]. They have motivated us to consider prac-
tical opportunistic access systems and to quantify the actual
accessible spectrum. While most of these works either assume
analytical models on primary-user access patterns or focus on
realizing sensing and accessing in real systems, our work offers
a complementary study that uses real-world measurement traces
to understand the feasibility and effectiveness of opportunistic
spectrum access.

VII. CONCLUSION

Little is known about how well secondary devices in dy-
namic spectrum networks can make use of the partially uti-
lized channels occupied by primary users. We present in this
paper the first comprehensive study on the level of “usable”
spectrum available to secondary devices while respecting hard
limits on disruptions to primary users. Our analysis of extensive
fine-grain spectrum usage traces shows that even with exten-
sive statistical knowledge on primary-user access patterns, and
while running optimal algorithms, secondary devices can only
extract 20%–30% of available spectrum in a channel. While
this means current access schemes cannot provide usable chan-
nels to support traditional applications, we can regain reason-
able levels of reliability by bundling multiple unreliable chan-
nels together. Our analysis shows very little to no correlation
in spectrum usage patterns across channels, which leads us to
choose a simple random frequency-bundling scheme. We also
show that performing fine-grain extensive spectrum measure-
ment is critical to understanding the performance and limita-
tions of opportunistic spectrum access, and that the granularity
of current measurements is not enough to fully capture original
owner’s spectrum usage variations.
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